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A B S T R AC T

The present work has focused on the modeling of C.I. Direct Red 16 (DR16) decolorization using 
Fentonic reagents in a batch reactor. The reactor was equipped with an air bubbling for mixing 
and a water-fl ow coil for temperature regulating. Dye concentration was analyzed by measur-
ing its absorbance at λmax = 526 nm. An artifi cial neural network (ANN) model was developed 
to predict the behavior of the process. Six operational parameters and decolorization effi ciency 
were employed as inputs and output of the network, respectively. A three layer feed-forward 
network with back-propagation algorithm was developed. Application of 10 neurons in the hid-
den layer and 300 iterations for the network calibration prevents overfi tting by the model. The 
K-fold cross-validation method was employed for performance evaluation of the developed 
ANN model. The results showed high correlation coeffi cient (R2 = 0.9984) and low mean square 
error (MSE = 1.56 × 10−4) for testing data. Sensitivity analysis indicates the order of operational 
parameters relative importance on the network response as: pH ≈ time > [H2O2] > [Fe(II)] > 
[DR16]0 > temperature.
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1. Introduction

Artifi cial neural networks (ANNs) are composed of 
simple elements operating in parallel. These elements 
are inspired by biological nervous systems. As in nature, 
the connections between elements largely determine the 
network function. They consist of a large number of pro-
cessing elements with their interconnections [1]. ANNs 
learn by examples of data inputs and outputs presented 
to them so that the subtle functional relationships among 
the data are captured, even if the underlying relation-
ships are unknown or the physical meaning is diffi cult to 

explain [2]. In contrast to most traditional empirical and 
statistical methods, ANNs do not need prior knowledge 
about the nature of the relationships among the data. 
This is one of the main benefi ts of ANNs when com-
pared with most empirical and statistical methods [3]. 
Feed-forward ANNs are most often used to map input-
output relationships [4]. A diagram of a multilayer feed-
forward ANN is given in Fig. 1. This fi gure shows that 
these ANNs are organized in layers that contain neurons 
(also called nodes). The number of neurons in input and 
output layers corresponds to the number of input and 
output variables, J and L, respectively. The number of 
“hidden” neurons, K, can be chosen freely, and deter-
mines the complexity that can be modeled [5].




