Extracting the factors influencing chlorophyll-a concentrations in the Nakdong River using a decision tree algorithm
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Abstract

Phytoplankton blooms have a simple generation mechanism but myriad influencing factors. The compounding effects of water quality, weather conditions, and geological factors are site-specific to single river basin and can exhibit distinctive characteristics. To investigate the site-specific patterns of Chlorophyll-a outbreaks for each sub-part of the river, we statistically analyzed the results of water quality monitoring for the Nakdong River to classify the locations of the monitoring stations into upstream, midstream, and downstream sites. Then, based on the combination of the influencing factors, the rules explaining Chlorophyll-a concentration levels were extracted and interpreted using a decision tree algorithm, CHAID. The results revealed that for upstream, weather conditions were the primary factor influencing phytoplankton blooms because of the relative absence of pollutants compared with the midstream and downstream. For midstream, weather conditions and nutritional factors were influential in the generation of phytoplankton blooms. For downstream, the notable amount of pollutants originating from upstream not only reflected a high nutrient level for the phytoplankton but also caused the water quality factor to be the primary cause of phytoplankton blooms. The deduced tree, a tool for data-driven modeling, demonstrated its usefulness by extracting practical influencing factors and patterns of interest from the given data.
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1. Introduction

Since the mid-twentieth century, seasonal algae growth in downstream areas has become an important problem for water quality management [1–4]. To investigate the core factor of algal overgrowth, the nutritional factor, research was conducted to identify the level and source of nutrients, including nonpoint sources [5–7]. As a part of this intense interest, research was consistently carried out to identify the biological mechanisms of algal blooming [8,9]. Due to the numerous site-specific environmental factors that exist in algae overgrowth sites, constant efforts have been made to develop a better system modeling technique for accurate forecasting [9,10].

OECD (1982) modeled a linear regression by comparing the relation between Chl-a and total nitrogen (T-N) and total phosphorus (T-P) [11], which are the most significant factors influencing algae overgrowth [12–14]. Furthermore, many researchers [9,15–18] have attempted to model a linear function to describe the relationship between Chl-a and the influencing factors; however, researchers have yet to derive a relationship that can be widely accepted. Such shortcomings are evident, as exhibited in Borics et al. [19], where the coefficients of various linear models differ in value.

Huszar et al. [16] noted that the difficulty in describing the above relation with a linear function demonstrates that phytoplankton blooms are caused by compounding effects and that they cannot be exclusively delimited by nutritional
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factors to describe the Chl-a concentration levels. The factors influencing algae overgrowth must include geomorphological, geological, and sociological factors surrounding the river basin. Because the environmental factors described above are considerably site-specific, the regression model previously developed by researchers is useful in a scholarly context but is inappropriate for wide applications.

To address the complexity of the target, data-driven modeling has been applied with good estimation accuracy, such as artificial neural networks [20,21], fuzzy logic [22], and multivariate linear regression [9,23], showing its powerful computational capability and successful performance for nonlinear targets [24]. However, whether the purpose of the study is to create a predictive model or to understand the structure of the problem should be identified. In the case of the preceding examples, the development of predictive models is meaningful as a tool to predict the concentration of Chl-a. However, it is hard to say that they have studied the cause-effect relationships in Chl-a outbreaks.

Data exploration for extracting some meaningful information from a given data set, which is mainly based on statistical data analysis, can be successfully applied to solve this problem by mapping the patterns and deriving influencing factors. The site-specific characteristics and cause-effect relationship related to the topic might be hidden in the values in the database. To extract the relationship between the target and independent variables, the decision tree algorithm has been regarded as a powerful tool. Decision trees, called classification trees for categorical target variables and regression trees for continuous variables, are data mining methods that have been widely used in a number of fields [25], including environmental sciences, for example, the dynamics of zooplankton [26]. Although the extracted decision tree was too simple to explain the complex dynamics, it was meaningful for building the rules to explain natural dynamics from the database. Model trees, having linear regression functions at the leaf nodes, have been suggested as an alternative to neural networks for modeling rainfall-runoff relationships [27] and for modeling water level-discharge relationships [28]. As a generalized concept of a decision tree, M5 model trees showed that tree-type regression can have powerful estimation performance [29,30]. For the cases actively exploring the relationships, statistical methods were applied, such as Bayesian networks [31,32]. As a recent case using the regression tree as a tool to express cause-effect relationships, Park et al. [33] developed stressor-response models for Chl-a. To develop stressor-response trees with acceptable performance, trees were limited to simple structures for each detailed specific condition such as the month. This study attempts to extract various tree routes under as many influencing variables as possible given the aim of extracting the relationship between the influencing factors and Chl-a. Therefore, the use of decision trees in this study was aimed at classification rather than prediction. Thus, the CHAID algorithm was used to perform statistical splitting, and the deduced trees were called decision trees.

In this research, South Korea’s Nakdong River is classified into upstream, midstream, and downstream subparts, and we determine whether the segmented subparts share the same characteristics in terms of statistical significance deduced from analysis of variance (ANOVA). Then, the algae growth patterns that reflect the special characteristics of the respective subparts were derived. Finally, the decision tree algorithm was used to determine the factors influencing algae growth in the respective subparts. The decision tree, although its original purposes are in classification or regression, was used for the extraction and interpretation of influencing factors.

2. Materials and methods

2.1. Nakdong river basin

The river basin pertinent to this research is the Nakdong River basin, which is located in the southeastern region of South Korea (127°~129° E, 35°~37° N). The Nakdong River, measuring 506.17 km, is the longest river in South Korea and spans 23,384.21 km² to cover 24% of South Korea’s territory (Fig. 1). The river basin comprises approximately 780 tributaries and seven metropolitan dams [34]. Approximately 6.7 million people reside within the river basin area, including two metropolitan cities and numerous industrial and agricultural complexes. Sewage water and other wastewater from cities and industrial areas create an inflow of pollutants into the Nakdong River. The annual precipitation rate of the river basin is approximately 1,200 mm, 60% of which occurs in summer from June to September [35]. The precipitation pattern is caused by monsoon conditions and frequent typhoon occurrences in summer. Many multipurpose dams have been constructed along the river, such as the Imha, Andong, Hapcheon, and Namgang dams. The junction between the downstream region and the sea is blocked by estuary dikes. Furthermore, the Four Major Rivers Restoration Project prompted the construction of eight barrages in 2011 to strictly control the flow of the Nakdong River. After the project, hydraulic conditions and other environmental-ecological situations have been evaluated as going through a substantial change. Using all data before and after the project was considered to increase uncertainty of results due to the hydrodynamic effects of the barrages operation [34]. Therefore, the data used were limited to those collected prior to the project.

2.2. Data collection

2.2.1. Water quality data

The water quality data used in this research were collected from the water quality measurements of the Nakdong River, which is managed by the nearby Nakdong River Environment Research Center of the Ministry of Environment. There are 538 water quality monitoring stations scattered throughout the Nakdong River basin operated by Korea Ministry of Environment, ranging from downstream locations, lakes, ponds, agricultural water sources, and others (city and industrial complex sources). Among these, this research used the monitoring results collected from eight water quality measuring locations of the Nakdong River basin, which were regarded as representative point of the mainstream. The water quality data were obtained by four times sampling a month for 19 different categories, which are pH, dissolved oxygen (DO), biological...
oxygen demand (BOD), chemical oxygen demand (COD),
total organic carbon (TOC), suspended solids (SS), T-N,
NH$_4^+$-N, NO$_3^-$-N, T-P, Temperature, phenols, electrical con-
ductivity (EC), fecal coliform, total coliform, dissolved
total nitrogen (DTN), dissolved total phosphorus (DTP),
PO$_4^{3-}$-P, and Chl-a. For each measurement, samples were
obtained by automatic pumping through sampling pipeline
installed to reach proper point for sampling. The standard
methods for the examination of water pollution was applied
to the measurement of each water quality category except
measurable categories by sensor such as pH, DO, and
temperature. The water quality monitoring project has been
started from 2002 and the data collected and used in this
research covered from January 2006 to March 2012, a total of
six years and two months considering the effect of the Four
Rivers Restoration Project.

For application of the decision tree, the selection of inde-
dependent variables was required. With respect to the water
quality, independent variables were selected among the water
quality monitoring station data that exhibited an absence of
collinearity. DTN and DTP were not included among the
independent variables because they exhibited collinearity
with the nitrogen groups (T-N, NH$_4^+$-N, and NO$_3^-$-N). The
high collinearity between T-N and DTN was shown as
correlation factor as 0.923 ($p < 0.01$) for Mulgeum and Gupo,
0.971 ($p < 0.01$) for Sangju 3 and Waegwan, 0.971 ($p < 0.01$)
for Angdong 1 and Andong 3. The factor values as 0.852 and
0.859 were derived for Mulgeum and Gupo, Andong 1 and
Andong 3, respectively. Carbon groups (COD and TOC)
and BOD were also not included because algae are autoto-
phic microorganisms. In addition, SS was not included for
exhibiting collinearity with Chl-a concentration levels. The
nitrogen groups as T-N, NH$_4^+$-N, and NO$_3^-$-N and phosphor-
us groups as T-P and PO$_4^{3-}$-P were included as independent
variables which can imply the causes of Chl-a outbreaks.

Considering the growth factors of algal blooms, DO and
pH levels were not included because they are dependent
variables of algal respiration and photosynthesis, whereas
water temperature and electrical conductivity were chosen
as the independent variables related to water quality. Further, phenol and e-coli were not included because they
are not related to algal growth directly. Finally, the water
quality independent variables include electrical conductivity,
T-N, NH$_4^+$-N, NO$_3^-$-N, T-P, PO$_4^{3-}$-P, and water temperature.

2.2.2. Meteorological data

The meteorological data used in this research were
collected by retrieving regional meteorological data (daily
precipitation and daylight exposure) from the website of
the Korea Meteorological Administration (http://www.kma.
go.kr/index.jsp). The regional meteorological administration
locations include the Andong, Sangju, and Gumi meteorolo-
gical offices as well as the Busan Regional Meteorological
Office. All regional data were measured in the respective
regional locations listed above.

The independent variables for weather conditions include
precipitation rate and daylight exposure. The precipitation
rate was chosen to reflect the flushing and dilution effect
of precipitation on algae. Daylight intervals were chosen to
indicate the amount of photons required for algal photosyn-
thesis [14]. However, only daylight intervals cannot reflect
the amount of photons over an area due to the seasonal
angular path changes of the sun [36]. Thus, the corresponding
month was added as another independent variable. Finally, because the daily precipitation rate and daylight exposure can vary significantly, cumulative precipitation rates, ranging from 2 d precipitation to 60 d precipitation rates, were added as independent variables. Additionally, to reflect the effect of time intervals of rainless and the amount of photons, cumulative daylight exposure hours as same way was aggregated into independent variables. As examples, 9 d cumulative precipitation was called “Rain9,” and 16 d cumulative daylight exposure hours was called “Sun16”.

2.3. Statistical analysis of the characteristics of each region

In the case of Nakdong River, upstream and downstream water quality is different due to discharge of point pollution sources from large cities and industrial complexes from upstream to downstream. In other words, if a decision tree algorithm is applied to all data from upstream to downstream, due to too many different causes for the same Chl-a level, it is difficult to extract meaningful trees having clear patterns of Chl-a outbreaks. Therefore, in this study, statistical preprocessing was performed as correlation analysis, ANOVA, and cross-correlation analysis to confirm that the Nakdong River can be divided into upstream, midstream, and downstream subparts with the measured Chl-a data from 8 monitoring station. Prior to correlation analysis, the data were subjected to normality tests to ensure the implementation of a correlation analysis that best fits the data. The locations that exhibited high correlation coefficients in Chl-a concentration levels were grouped into upstream, midstream, and downstream sections, respectively. Next, a mean difference test was performed to determine whether there was a statistically significant difference in Chl-a concentrations among the three categories. In the mean difference test, if the data in each category passed the normality test, then the data were run through ANOVA method. If the data failed the normality test, then the Kruskal-Wallis test should be conducted as a nonparametric method. Furthermore, a cross-correlation test was conducted to understand the influence of upstream on downstream. The time difference interval for the cross-correlation analysis was set at 7 units before and after the sampling time (-7, 7). Because data measurements were taken once per week, the cross-correlation analysis effectively covered a duration of approximately 50 d. If the results of the cross-correlation test exceeded the confidence limit, then a cross-correlation relationship would exist. This means that despite the statistical significance of the mean difference in Chl-a concentration levels, the upstream influenced the concentration levels of the downstream in some manner. In other words, it would be difficult to ascertain whether the water quality of each subpart is statistically independent from other subparts before confirming using statistical analysis. Therefore, if the results of the cross-correlational test do not exceed the confidence limit, then it could be ascertained that each subpart is statistically independent from other subparts. Of course, the downstream water quality can be affected by the upstream, but this relation means that water quality with statistically independent characteristics of downstream can be produced by the watershed characteristics and pollutant input characteristics of each subpart. This research used a series of statistical analyses to classify a single river basin into three subparts. Then, algal bloom patterns were statistically inferred from the special characteristics of the respective subparts.

2.4. Decision tree

The decision tree algorithm is one of the data mining methods, and it can be used for classification and regression. When the trees were developed for numerical or continuous target variables, it is called the regression tree for prediction. There are popular algorithms for making decision trees, including CART (classification and regression trees), C4.5, CHAID, and QUEST (Quick, Unbiased, and Efficient Statistical Tree) [37,38]. The algorithm used in this research is called CHAID (Chi-squared automatic interaction detection). The CHAID algorithm, originally proposed by Kass [39] and further developed by Magidson [40], is a recursive partitioning method. Originally, it was developed for making classification rules for categorical target variables and later extended to regression [41].

CHAID does not use entropy or the Gini coefficient matrix and instead uses the Chi-square test or F-test to initiate a multiway split. In particular, the Chi-square test is used for categorical properties and a F-test for continuous variables [40]. When the target variable is continuous, it is transformed into ordinal type, and the algorithm is applied to split the target. In this research, CHAID was chosen to analyze the continuous variable of this research, which is the water quality data. Although Chl-a, a continuous variable, was set as the independent variable to be classified, the decision tree algorithm explored the relationship between the water quality and weather condition variables for various locations. In other words, the individual paths leading to terminal nodes that comprise the decision tree signify the combination of environmental factors that contribute to a certain Chl-a concentration level.

3. Results

3.1. Statistical analysis of the characteristics of each class

3.1.1. Normality test and correlation analysis

After conducting a normality test using the Kolmogorov-Smirnov test, none of the locations met the required statistically significant p-value of 0.05 to reject the null hypothesis. The normality test failed, and a nonparametric measure of statistical dependence test had to be used. Spearman’s rank correlation analysis was used to classify the data into groups of upstream, midstream, and downstream. The results are summarized in Table 1.

The variables used to determine the classification of data into the three groups were correlation coefficient, location, proximity, and data richness. As a result of the correlation analysis, Andong 1 and Andong 3 (0.601, \( p < 0.01 \)) were categorized as upstream, and Sangju 3 and Waegwan (0.834, \( p < 0.01 \)) and Mulgeum and Gupo (0.893, \( p < 0.01 \)) were categorized as midstream and downstream. Namji and Koryeong (0.744, \( p < 0.01 \)) failed to be categorized because of insufficient information. Locations that exhibited high correlations were paired to display their Chl-a concentration levels in Fig. 2. Koryeong and Namji (0.744, \( p < 0.01 \)) were
was selected as the primary downstream location instead of the different characteristics of the two subparts. Mulgeum and Waegwan were selected as the corresponding primary and primary downstream locations, respectively. Andong 1 were selected as the primary upstream, primary midstream, analysis of the subparts, Andong 1, Waegwan, and Mulgeum similar between paired locations. To conduct a comparative of large tributaries.

a lot of pollutant loads and also has dilution effect by joining the end of the river can be described as a part which receives affected by the pollutant loads. The part after Waegwan to as upstream, and Sangju 3 and Waegwan represent a part lutant loading, Andong 1 and Andong 2 can be assigned and Namji as second part of it. As the characteristics of pol-

one category. To be more precise, Sangju 3 and Waegwan

locations together, it cannot be regarded as all the me-

surement points from Sangju 3 to Namji are bounded as subpart and to the 0.893 of between Mulgeum and Gupo. Therefore, in consideration of the abundance of data and unknown uncertainty by big tributaries, the Koryeong and Namji were not selected and Sangju 3 and Waegwan were assigned as midstream.

From the results of previous studies that explored the changes in water quality according to the flow of the Nakdong River as a mean value from 2003 to 2016 [42], BOD concentration was less than 1 mg/L until the Andong 3 but it was elevated to about 1.37 at Sangju 3 due to join of pollutant loadings from three tributaries, Naesung, Byeonseong, and Wicheon. BOD concentration, maintained as under 2 mg/L from Sangju 3 to Waegwan, was elevated again as over 2 mg/L at Koryeong due to the joining of Keumho River with high pollutant loadings originated from Daegu metropolitan City. Between Waegwan and Koryeong, there are three industrial complex, Daegu, Sungseo and Gumdan. After Koryeong to Namji, Dalsung 1 and Dalsung 2 industrial complexes are located. Taking these geographic locations together, it cannot be regarded as all the me-

An ANOVA was required to determine the statistical significance of the mean difference of Chl-a concentrations among the primary subpart locations. As demonstrated earlier, a common ANOVA method cannot be used because the Chl-a concentration data of each subpart failed the normality test. Instead, the ANOVA was conducted using a nonparametric variance method, the Kruskal-Wallis test. The test revealed that the p-value did not exceed 0.05, con-

confirmed that the mean difference in Chl-a concentrations among subparts was statistically significant. The three subparts were clearly differentiated with respect to their Chl-a concentration levels.

3.1.2. Analysis of variance

An ANOVA was conducted to understand the influence of the upstream subpart on the midstream subpart and the midstream subpart on the downstream subpart and to determine whether each subpart was independent from the other subparts. The time difference interval was set at 7 units before and after the sampling time (–7, 7) as covering 50 d before and after the measurement. The result of the cross-correlation analysis is presented in Fig. 3. The upstream and midstream subparts did not exhibit cross-correlation because no time intervals unit exceeded the confidence limit (Fig. 3a). On the other hand, the midstream and downstream subparts exhibited a negative cross-correlation as most time intervals exceeded the negative confidence limit (Fig. 3b). However, the increasing distributive characteristics of Chl-a concentration levels should reflect a positive cross-correlation. A negative cross-correlation is a nonsignificant result. In conclusion, the cross-correlation analysis demonstrated that the influence of the upstream subpart on the conditions of the downstream subpart is virtually negligible, suggesting that each subpart is statistically independent from other subparts.

Table 1
Results of Spearman's rank correlation analysis for Chl-a from each monitoring station

<table>
<thead>
<tr>
<th>Correlation Coefficient</th>
<th>Spearman's rho</th>
<th>Andong 1</th>
<th>Andong 3</th>
<th>Sangju 3</th>
<th>Waegwan</th>
<th>Koryeong</th>
<th>Namji</th>
<th>Mulgeum</th>
<th>Gupo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andong 1</td>
<td>1.000</td>
<td>0.601**</td>
<td>0.434**</td>
<td>0.437**</td>
<td>0.422</td>
<td>0.119</td>
<td>-0.059</td>
<td>-0.020</td>
<td></td>
</tr>
<tr>
<td>Andong 3</td>
<td>1.000</td>
<td>0.559**</td>
<td>0.507**</td>
<td>0.905**</td>
<td>-0.175</td>
<td>-0.081</td>
<td>-0.035</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sangju 3</td>
<td>1.000</td>
<td>0.834**</td>
<td>0.696**</td>
<td>0.129</td>
<td>-0.254*</td>
<td>-0.138</td>
<td>0.161</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Waegwan</td>
<td>1.000</td>
<td>1.000</td>
<td>0.641**</td>
<td>0.139</td>
<td>0.417**</td>
<td>0.662**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Koryeong</td>
<td>1.000</td>
<td>1.000</td>
<td>0.744**</td>
<td>0.161</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Namji</td>
<td>1.000</td>
<td>1.000</td>
<td>0.834**</td>
<td>0.893**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mulgeum</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gupo</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Correlation p-value 0.05 (both sides).
**Correlation p-value 0.01 (both sides).
3.2. Interpretation of the decision trees

3.2.1. Interpretation of the upstream decision tree

The upstream decision tree was statistically inferred from the Andong 1 and Andong 3 water quality data and regional weather data. The results are presented in Fig. 4.

For growing the decision tree, the max tree depth was set to 4, at least 25 cases of data for upper nodes and 15 cases of data for lower nodes were applied as restrictions of growing trees. The margin of error was set as 0.05% in the algorithm and the independent variable range was 10. A tree depth of 4 and independent range of 10 imply that the number of internal nodes excluding the root node would be 4 with 10 or less independent variables. The minimum number of cases as 25 and 15 mean a lower limit on the amount of data to be included to each edge for an internal node to be divided for tree growth and a terminal node to stop the tree growing, respectively. The margin of error means the 0.05% significance limit of Chi-square test and F-test when executing a multiway split of independent variables.

Fig. 2. Chl-a concentration levels (a) Upstream, (b) Midstream, and (c) Downstream.

Table 2
The water quality and grade of each subpart

<table>
<thead>
<tr>
<th>Section</th>
<th>Mean concentrations of water quality index</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>pH</td>
</tr>
<tr>
<td>Andong 1</td>
<td>7.5</td>
</tr>
<tr>
<td>Waegwan</td>
<td>7.9</td>
</tr>
<tr>
<td>Mulgeum</td>
<td>7.8</td>
</tr>
</tbody>
</table>
These specific conditions for the tree growth were selected through trial and errors method. The large value of the tree depth and independent variable caused larger trees including meaningless patterns. The tree growth results in eight independent variables being highlighted among all the variables in the decision tree. The eight variables obtained from November 2011 to March 2012 were applied to the tree for the purposes of validation and results are presented in Fig. 5. The distinctive characteristics of the upstream decision tree algorithm for classifying Chl-a growth were that the organizational structure of the tree was relatively simple and that all the influencing variables were related to weather. Because the water quality of the upstream is satisfactory, the weather condition was the determinant that affected the Chl-a concentration levels. This observation can be explained by the lack of industrial complexes and metropolitan cities.
near the upstream area, which decreases the inflow of pollutants. According to the upstream decision tree algorithm, the primary influencing factor of the Chl-a concentration was water temperature, which is a factor that is closely related to weather. Regarding secondary factors that contribute to the Chl-a concentration levels, the fact that the precipitation rate variable changes at regular intervals in tandem with the daylight exposure variable suggests that grouping the precipitation rate and daylight exposure as a single factor is appropriate. Through the validation graph designed to determine the predictive capacity of decision trees, it was observed that the tree’s classifying rules correspond relatively accurately to the Chl-a concentration levels (RMSE: 1.296). Such a correspondence indicates that the Chl-a blooming patterns were accurately inferred by the decision tree algorithm.

3.2.2. Interpretation of the midstream decision tree

To classify the Chl-a concentration levels in the midstream area, a decision tree algorithm was constructed using the water quality and weather data of Sangju 3 and Waegwan. Because the Chl-a concentration varies greatly by location for midstream areas, location was added as a special variable for the algorithm. Fig. 6 shows the decision tree algorithm statistically inferred from the data of midstream locations, both Sangju 3 (Fig. 6a) and Weagwan (Fig. 6b). It was derived as one decision tree including a variable called a measuring point Sangju 3 and Waegwan, but expressed separately in Figs. 6a and 6b, showing the same starting node as “Temp”. Also, Figs. 6a and 6b have same patterns when the temperature under 8°C and higher than 26°C. For the temperature in the range of 8°C ~ 12°C, Chl-a level of Sangju 3 was 5.2 mg/m³, whereas 10.18 mg/m³ for Waegwan. Temperature between 12°C ~ 19°C for Sangju 3, 4 d accumulated rainfall was selected as an effecting factor to Chl-a level. The relatively high temperature, between 19°C ~ 26°C, showed inverse relationship between phosphorus concentration and algal concentration for both cases of Sangju 3 and Waegwan. This tendency is also found in the literature on algal bloom dynamics, because in order to produce algal blooms above a certain concentration, the inorganic phosphorus present in the water body must be uptaken [43,44].

For growing the decision tree, the conditions were set as a maximum tree depth of 5, a minimum case number of 20 upper nodes and 10 lower nodes, 0.05% margin of error in the algorithm, and an independent variable range of 10. Among the input independent variables, eight variables were utilized except the location of measurement. To determine the functional capacity of the decision tree, the algorithm was additionally tested with the water quality data from November 2011 to March 2012, as shown in Fig. 7. Similar to the upstream subpart, the primary variable that affects Chl-a concentration levels is water temperature, indicating that weather conditions are the main influencing factor of Chl-a concentration levels. However, the midstream decision tree differs from the upstream decision tree because it exhibits an even distribution of water quality and weather condition variables. This increased influence of water quality variables in this decision tree compared with that of the upstream can be explained as reflecting the pollutant loading effect from three tributaries to the water quality of Sangju 3 and the pollutant loadings from the Gumi industrial complex located between Sangju 3 and Waegwan.

The inflow of wastewater consequently increased the significance of water quality variables in influencing the Chl-a concentration levels. The influence of water quality variables was especially evident during a drought, where a low precipitation rate limited the flushing and dilution effect that would normalize the water quality. Furthermore, in the case of NO₃–N and PO₄–P, because the decrease in the concentration of nutrients increased the Chl-a concentration levels, it can be concluded that the decrease in the concentration of nutrients is the remaining nutrient after the algal blooms had already utilized the available nutrients for consumption. The above results align with the previous findings that there is a decrease in the concentration level of inorganic compounds and nitrogen in locations with abundant algal blooms.
Through the validation graph (Fig. 7) designed to determine the reliability of decision trees, it was shown that the tree’s classifying rules correctly reflected low Chl-a concentrations but failed to accurately reflect high Chl-a concentrations. After performing a causal analysis with the March data of Chl-a/T-P/T-N/precipitation rate from 2005 to 2012, it was observed that the concentration of T-P had decreased from previous years despite a steady precipitation rate and a great increase in Chl-a concentration levels. It was presumed that this observation was the result of a barrage construction in the Nakdong River that disrupted the influence of environmental factors since 2011. To derive a more accurate model, the above human factor must be accounted for, and the consequent data must be reapplied to the decision tree algorithm.

3.2.3. Interpretation of the downstream decision tree

To classify the Chl-a concentration levels in the downstream area, a decision tree algorithm was constructed using water quality and cumulative 60-day weather condition data from Mulgeum and Gupo. The result is shown in Fig. 8. For growing the decision tree, the conditions were set as a minimum case number of 5 upper nodes and 5 lower nodes, a 0.05% margin of error in the algorithm, and an independent variable range of 10. Among the independent input variables, 33 variables were utilized. To determine the functionality of the decision tree, the algorithm was additionally tested with the water quality data from November 2011 to March 2012, as shown in Fig. 9. Similar to the midstream decision tree, weather condition variables and
water quality variables were evenly distributed, with water quality variable as the primary factor in the distribution. This result is due to the higher Chl-a concentrations in the downstream water quality variables compared with the midstream water quality variables. Similarly, water quality variables remain the variables of primary importance during a drought because the nutritional factor is the most important during a drought.

The factor that has the most significant influences on Chl-a concentration levels is the "corresponding month". The effect of monthly variations in mechanisms explaining Chl-a breaking out has also been mentioned by existing fundamental research [45,46]. To reflect the seasonality of Chl-a, the trees suggested in Fig. 8 were divided into three sections based on the "corresponding month". Fig. 8a shows the results from January to June, from the winter season to the dry summer. Figs. 8b and c show the results from the wet summer season and from the fall to the winter season, respectively.

This difference in Chl-a concentrations during different seasonal intervals demonstrates that the varying intensity of sunlight and rain play a critical role in determining the degree of a phytoplankton bloom. Because the Nakdong downstream is a river-reservoir hybrid system owing to its blockage by the estuary dikes, the flushing effect of precipitation diminishes, and the intensity of the sunlight effect increases.

The effects of electrical conductivity were confirmed in the months of December and September. In December, as the electrical conductivity level increased, the concentration of Chl-a decreased. In September, as the electrical conductivity decreased, the concentration of Chl-a increased. The December data correspond to the observations of an inflow of sea water due to drought, which increases electrical conductivity and decreases phytoplankton blooms. The September data are the result of a combination of factors including adequate water levels, water temperature, nutrition level, and stable water composition, all of which facilitate the growth of Chl-a concentrations.

Through the validation graph designed to determine the reliability of decision trees, it was shown that the tree's classifying rules correspond considerably accurately to the Chl-a concentration levels (RMSE:30.768). Because the downstream decision tree algorithm is influenced by the directly measured water quality variables as opposed to the indirectly measured weather condition variables, the decision conforms especially well to the Chl-a concentrations.

4. Discussion

This research attempted to classify the Chl-a breakout patterns by constructing decision tree algorithms based on the statistical analysis of water quality and weather condition data from eight core locations of the Nakdong River basin. The Nakdong River basin was divided into three subparts based on the Chl-a concentration levels, and the classification rules of the decision tree algorithms determined that the conditions created by the weather condition variables are at least as influential or more influential than the nutrition levels. As we progressed from upstream to downstream, the primary influencing factor progressively changed from weather conditions to water quality.

In the upstream region, the maximum concentration of Chl-a was lower than 50 mg/m³. Thus, in the tree derived for the upstream, it has been shown that the factors influencing the variation of Chl-a in the low concentration range are meteorological factors such as rainfall and daylight hour rather than pollutants. This can be supported by the fact that the average T-P concentration at Andong 1 in Table 2 is 0.030 mg/L. The tree for midstream started with the temperature. It means that the first factor to divide the concentration range of Chl-a was the temperature. However, the following factors were water pollutants such as PO₄-P, T-P and NO₃-N. This is due to the input of pollutants from point and non-point sources as the river flows from the upper to the middle stream. One characteristic of the midstream tree is that the mean value of Chl-a of Sangju 3 was 5.2 mg/m³ at temperatures between 8°C–12°C, while
Fig. 8. The downstream decision tree (a) From January to June, (b) From July to September, and (c) From October to November.
it was 10.08 at Waegwan at the same conditions. This shows that the tree extracted the pattern of the concentration effect of Chl-a or the occurrence of additional Chl-a along the river flow direction. In addition, the middle tree could express the combined effect of pollutant and meteorological factors. For example, when the temperature was greater than 19°C and less than 26°C, PO₄-P greater than 0.022 mg/L, and the 14 d cumulative daylight exposure greater than 76.2 h, the concentration of Chl-a was as high as 41.43 mg/L. On the other hand, when the 12 d accumulated rainfall was greater than 101.4 mm under the same conditions, the mean of the concentration of Chl-a was 10.03 mg/L, indicating that the dilution and wash out by rainfall could be expressed. For the downstream, a complex tree with mixed effects of pollutants and meteorological factors was derived. This means the frequent algal blooms in downstream and it was possible to distinguish the factors mainly influential in monthly.

For the validation of each tree, it would have been more desirable if the data was prepared for longer period or for events of algal blooms. The data from 6 years contained only 6 times of summer, so it was not enough to be used for both of tree formation and validation. More amount of accumulated data will make possible to build more reasonable tree. However, it should be noticed that the Chl-a levels of validation data, under 40 mg/m² for Waegwan and under 150 mg/m² for Mulgeum, covers the range of 79% of and 89.5% for total Chl-a distribution, respectively. If limited to the period from November to February, the 12 validated data for Waegwan covered 22.2% of total and 16 data for Mulgeum was 19.0%.

Thus, various patterns of Chl-a occurrence could be extracted using decision tree. This shows that the effecting factors for the Chl-a concentration are very complex and site-specific, as Borics et al. [19] and Huszar et al. [16]. However, the decision tree algorithm also has its limitations, for example, that an overly large tree can be derived, or it can be interpreted as if causal relations exist by calling meaningless variables. This depends on how much of the raw data entered into the decision tree algorithm has information that is useful to the purpose of the study. This is why raw data is divided into upstream, downstream and downstream.

Also, the results indicate that one must consider the compounding effects of weather condition variables, hydraulic retention, and water quality to effectively control algal overgrowth. Furthermore, a closely connected data-sharing with the weather forecast is recommended.

An important issue in this paper is that this study does not aim at predicting or estimating algal concentrations. The results suggested are meaningful in that many of the factors already known to affect the algal blooms are site-specific and that they can be identified through data-driven modeling methodologies. Therefore, the results of how well the trees simulates actual values as presented in Figs. 5, 7, 9 do imply the reliability of the trees, not that the possibility as a tool of prediction.

5. Conclusions

This research confirmed the usefulness of statistical methods in analyzing the wide range of data characteristics of river basins. The implementation of statistical methods was especially useful considering the large amount of data and conditions that limit experimentation. Furthermore, if the decision tree algorithm constructed in this research is used as a data analytics tool, it should be noted that the decision tree has the advantages of fewer variables, faster computation, and minimal experimentation over conventional mathematical modeling. However, because the decision tree algorithm cannot process natural scientific mechanisms on its own, the reliability of the algorithm will improve if the algorithm usage is supported by interpretations of natural scientific mechanisms.
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