Biochemical oxygen demand prediction in wastewater treatment plant by using different regression analysis models
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ABSTRACT

The management and operation of the wastewater treatment plants (WWTP) have an important role in the controlling and monitoring of the plants’ operations. Various performance data are taken into account in the controlling of the WWTP. The irregularities between operating parameters often lead to management problems that cannot be overcome. The aim of this study is to provide a simple and reliable prediction model to estimate the biochemical oxygen demand (BOD) with specific water quality parameters like wastewater temperature, pH, chemical oxygen demand, suspended sediment, total nitrogen, total phosphorus, electrical conductivity, and input discharge. The data records in this study were measured between June 2015 and May 2016 and obtained from the laboratory of Antalya Hurma WWTP. In the creation of the model, classical regression analysis, multivariate adaptive regression splines (MARS), artificial bee colony, and teaching-learning based optimization were used. The root mean square error and the mean absolute error were used to evaluate performance criteria for each model. When the results of the analyses were compared with each other, it was observed that the MARS method gave better estimation results than the other methods used in the study. As a result, it was evinced that the MARS method produces acceptable results in the BOD estimation.
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1. Introduction

Water is the basis of all biological and human activities. In the 21st century, the importance of water and water pollution is increasing day by day with the developments in technology and industry, irregular urbanization, increasing use of water resources together with increasing population. As a consequence of environmental pollution caused by humans, harmful substances are transported via water to regions hundreds of kilometers away. This polluted water cause pollution by interfering with other water and water sources in which in turn limits the living areas in aquatic environments.

Therefore, the necessity of collecting wastewater without harming human and environmental health and removing it from the receiving environment without causing any destruction has emerged. By treating wastewater, it is intended to prevent illnesses caused by wastewater and pollution, and the damage to the environment into which the wastewater is discharged. The assessment of water quality parameters plays an important role in the management and performance evaluation of the wastewater treatment plants (WWTP).
Biochemical oxygen demand (BOD) is an effective parameter in the planning and management of WWTPs. BOD is an approximate measure of the amount of biochemically degradable organic matter present in a water sample. Performing the BOD test involves the stages of preparation and analysis that require responsibility. This test takes approximately 5 d. The cost of the analysis increases if the experiments conducted as part of the test become too long and the measurements involve difficulties.

BOD is determined using laboratory tests. The advantage of laboratory tests is that the BOD can be determined accurately. Even though laboratory tests provide more accuracy, they are time intensive, demand commitment for preparation and analysis and a number of days are required in order to obtain and interpret the results of these tests. BOD varies depending on the characterization of the wastewater. Therefore, when the water quality changes quickly in unexpected and extreme cases, the results of the analysis may no longer be relevant for the current wastewater of the WWTP. This can result in a major failure in treatment of the water in the WWTP [1].

The control and safe operation of a WWTP can be achieved by developing a modeling tool for predicting the plant performance based on past observations of certain key product quality parameters. WWTPs involve several complex physical, biological and chemical processes. Often these processes exhibit nonlinear behaviors which are difficult to describe by linear mathematical methods [2].

2. Literature review

Recent studies have been directed toward developing a model that could quickly and reliably predict water quality parameters such as BOD. There are statistical and deterministic methods in modeling on water quality [3–5]. Multivariate statistical techniques such as factor analysis, principal component analysis, cluster analysis, and multiple regression analysis are widely used for water quality assessment [6–11]. In recent years, the development of environmental models has been provided through computer software and these models have started to be used universally in wastewater engineering [12–14].

In many studies conducted over the years, artificial neural networks (ANN), which are one of the soft computing methods, have shown very successful results in the context of wastewater prediction. Recent experiments have shown that ANN may be an alternative in estimating BOD [1,15–21]. According to Gucu, the ANN model trained the dynamic behavior of non-linear and complex WWTP processes satisfactorily [17].

In the same way, different intelligence techniques such as genetic algorithm [22], support vector machine [23], and adaptive neuro-fuzzy inference system [24–27] are used in the estimation of wastewater engineering applications. As a result of the literature review (Table 1), it was found that soft computing methods were commonly found on used for the BOD prediction. Studies using regression analysis were also found in the literature, however these studies were performed comparatively with ANN. In the literature review, regression analysis methods were not compared with each other.

In this study, the classical regression analysis (CRA), multivariate adaptive regression splines (MARS), artificial bee colony (ABC) and teaching-learning based optimization (TLBO) techniques were employed in the estimation of BOD. It was aimed to reveal the empirical relationship of BOD with plant operating parameters. The predictive capabilities of the obtained models were compared with each other. The main advantages of these methods, which are population based in order to give the optimum solution of the plant, can be summarized as; broad applicability, robust to dynamic changes, hybridization with other methods, ability to solve a problem that have no solution, high flexibility, being applicable to multidimensional optimization problems. In this study, it was aimed to estimate BOD by using water quality parameters and input flow which has a short measurement period.

3. Methods

In this part of the study, models were created to estimate BOD with different regression methods in the inlet pool located in Antalya Hurma WWTP. The input discharge (Q), wastewater temperature (t), pH, chemical oxygen demand (COD), suspended sediment (SS), total nitrogen (tN), total phosphorus (tP) and, electrical conductivity (EC) parameters were utilized as input parameters in BOD prediction. Four different methods which are; the CRA, ABC, TLBO and MARS algorithms were used for estimation.

3.1. Classical regression analysis

Regression analysis is a statistical analysis technique which is used frequently to determine the relationship between two or more variables that have cause–effect relationship by using a mathematical function and to make estimation or prediction about the dependent variable. A mathematical model is used to explain the relationship between regression analysis and the dependent and independent variables and this model is called a regression model. This mathematical model can be univariate (simple) and multivariate (multiple). The model can be linear or curved.

Since the change of the BOD parameter is not related to a linear function (LF), three types of regression model were used in the study to estimate this parameter. In addition to the LF, the exponential function (EF) and power function (PF) were used in the study. Within the generated models, the regression coefficients were found by using the models giving the best result in the training set and the same steps were applied in the test set. The functions used to set the regression models are given below. The functions respectively expressed with,

\[ y_{LF} = b_0 + b_1 x_1 + b_2 x_2 + ... + b_n x_n \]

\[ y_{EF} = b_0 + \exp(b_1 + b_2 x_1 + b_3 x_2 + ... + b_n x_{n-1}) \]

\[ y_{PF} = b_0 x_1^{b_1} x_2^{b_2} \times ... \times x_n^{b_n} \]

The functions used are expressed by the equations given above where, \( y \) shows the estimated value when the independent variables are \( x_1, x_2, ..., x_n \) and regression coefficients are \( b_0, b_1, ..., b_n \).
3.2. Multivariate adaptive regression splines

The MARS is a form of nonparametric regression analysis, which was developed by Friedman in 1991. Non-parametric regression methods are used in most of the applied fields to represent events that have no linearity among variables. The main advantage of this model is that it can explain the complex and nonlinear relationships between the prediction variables and the dependent variables [40].

In this method, no assumption can be made between the variables. Base functions and coefficients related to these base functions are used in this method, which explains each region with a regression equation, separating the arguments by zeros. It is also predicted that the purpose of the change is both the explanatory variables and the contributions of the base functions that are shaped by the interactions between them. Fig. 1 shows a schematic view of MARS.

In Fig. 1, GCV, CM, and MSE represents generalized cross validation, penalty factor, and mean squared error, respectively.

3.3. Artificial bee colony algorithm

The ABC algorithm was developed by Dervis Karaboga in 2005. The algorithm was inspired by the food search behaviors of bees while looking for food. Behavioral food research, information sharing and memorization among individuals have been areas of research that have attracted considerable attention in recent years.

The most basic characterizations of the colony lifestyle of honey bees are the bees exist for the survival of the colony. When bees do work the must follow certain rules, thus a system that can survive successfully emerges. The prominence of this system is that the communication between each of the bees, who work independently, can be achieved successfully [42,43].

The basic flow of the algorithm is as follows;

- Initialize.
- Repeat.
- Employed bees are sent to explore food sources.
- Employed bees share their knowledge about the sources with other bees.
- Onlooker bees are sent to the food sources in the neighborhood which are selected according to the information shared by the employed bees.
- Memorize the best source ever.
- Send the scouts to the search field to find new food sources until the requirements are met [44].
3.4. Teaching-learning based optimization algorithm

The TLBO algorithm is a new method, such as the intuitively known genetic algorithm, the ant colony algorithm and ABC. The TLBO is a social-optimization algorithm based on the interactions between students application of mechanical problems, was also used and teachers in a class [44]. The algorithm designed by Rao in 2011 for the in different engineering areas later years and compared with other nonlinear optimization techniques. At the same time, the algorithm has been used in data clustering and in the design of flat steel frames [45,46]. In the algorithm, which is based on teacher–student interaction in a class, the learning ability of the students is closely related to the capacity of the teacher. Successful students are selected at every stage of the algorithm and the best students are identified. The algorithm has three basic parameters: the number of students in the class, the number of classes, and the number of iterations. The algorithm consists of two phases; teacher phase and student phase.

The teacher’s teaching process is done to improve the average knowledge of the students. The teaching process can be formulated as follows.

\[ X_{\text{new}} = X_{\text{old}} + r \left( X_{\text{teacher}} - T_f \times X_{\text{mean}} \right) \] (4)

Where \( X_{\text{old}} \) and \( X_{\text{new}} \) indicate the student status before and after the teaching process, \( X_{\text{teacher}} \) and \( X_{\text{mean}} \) are teacher status and class status respectively. \( r \) is a random coefficient ranging from 0 to 1. \( T_f \) is a random factor with a value ranging from 1 to 2, indicating a student’s learning rate and is calculated by the following equation:

\[ T_f = \text{round} \left[ 1 + \text{rand}(0,1) \right] \] (5)

**Fig. 1. Structures of MARS model [41].**
At the student status, each student randomly shares information with a student and teaches a student with a higher knowledge. This process is modeled as follows.

\[
X_{new} = X_{old} + r(X_i - X_j) \quad \text{if } f_i > f_j
\]
\[
X_{new} = X_{old} + r(X_j - X_i) \quad \text{if } f_j < f_i
\]

(6)

Where, \(i\) and \(j\) are students' indices, \(r\) is a random coefficient ranging from 0 to 1, and \(f_i\) is the \(i\)th student's level of knowledge. The smaller objective function in the minimization problem expresses the higher knowledge of the student [44,47].

4. Study area and available data

The Antalya Hurma WWTP, from which data were obtained for this study, is a WWTP serving Antalya. It has a capacity to serve 1.4 million people. It is located at the 16th kilometer of Antalya–Kemer road and its construction was completed in 1999. The location of the plant shown in Fig. 2.

The data obtained for this study contained not only sufficient sample numbers but also fully represented possible conditions. In environmental processes, the source data set should cover data measured for at least 1 year, because temperature and the amount of precipitation can vary, by season etc. and affect the process. The data used in this study are the daily measurement results from the Antalya Hurma WWTP inlet pool. The data were recorded daily for 1 year between 2015 and 2016. Due to public holidays, weekends and technical maintenance days, measurements could not be taken everyday.

Abnormalities in the data were detected and corrected prior to the analysis phase. Compared to the other data, values outside the data set range were removed from the data set. These values are called outliers. Outliers can lead to the deviation of normal distribution and change in the analysis results. After the data were eliminated by these criteria, 232 data were used in the estimation of the BOD.

The statistical analysis results of the data set are given in Table 2. In the table, the mean values (\(\bar{x}\)), standard deviation (\(s_x\)), variance (\(C_v\)), skewness coefficient (\(C_s\)), maximum value (\(x_{max}\)), minimum value (\(x_{min}\)) and maximum value to average ratio (\(x_{max}/x_{min}\)) are shown.

The statistical change interval was carried out for each parameter and examination was made to determine whether there were any measurement errors and values outside the logical boundary. The parameters with missing values were not included in the data set. In the applied model, the data were put in chronological order and divided into two. The first 80% of the data set was used in the training set and the remaining 20% was used in the test phase.

5. Discussion and results

The data used in all the models were divided into two groups. 80% of the data was used in the training phase and the remaining 20% was used in the testing phase of the models. After the training phase, it was determined that the model performed as well as using the remaining test data. In this study, 232 of the daily operating data of the Antalya Hurma WWTP were used, 186 of the data were used in the training and the remaining 46 were used for testing the model.

The determination of the input parameters is one of the most important factors in modeling. Table 3 shows the correlation coefficients between the input data of the inlet pool and the relation between the input data and the inlet pool. Before the modeling, these tables provide background
information about which parameters change. These coefficients give understandable information about whether the parameters used before the modeling are logically related to each other. When the table is examined, it is observed that the COD and SS values affect the BOD parameter more than the other parameters. The model was created to observe the effect of the BOD on all parameters seen in the table. In this model, the input data were selected as the $Q$, pH, $t$, COD, SS, tN, tP, and EC.

Optimization of the coefficients is difficult because the magnitudes of the independent variables used in the analysis are at different intervals. In order to facilitate optimization, the values for the ABC and TLBO methods were normalized between 0.1 and 0.9 using Eq. (7). After the analyses were done, the normalized values obtained as the result of the equation were normalized so that the equations obtained could be compared with the other methods and the raw data could be acquired more easily.

$$\text{Normalized Value} = \frac{(\text{Observed Value} - \text{Minimum Value})}{(\text{Maximum Value} - \text{Minimum Value})} \times (0.9 - 0.1) + 0.1 \quad (7)$$

In the models used to estimate the BOD and to measure the performance of the model created in this study, the determination coefficient, root mean square error (RMSE), mean absolute error (MAE) values and prediction results were compared. The model that gave the best result was decided by selecting the best value among these results.

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\text{BOD}_{\text{observed}} - \text{BOD}_{\text{predicted}})^2} \quad (8)$$

$$\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} \left| \text{BOD}_{\text{observed}} - \text{BOD}_{\text{predicted}} \right| \quad (9)$$

In the equations:
- BOD$_{\text{observed}}$: represents the observed value of the BOD,
- BOD$_{\text{predicted}}$: represents the modelled value of the BOD,
- $N$: represents the number of data,

Studies on BOD prediction are usually carried out by using ANN method. Regression analysis methods were found to be based on BOD estimation studies. In the literature, the regression analysis model was used as a comparison criterion with the ANN method and there were no studies to compare different regression models with each other. In the present study, BOD was tried to be estimated by using different regression models (the CRA, ABC, TLBO, and MARS).

The ABC algorithm contains three control parameters. These are the number of food sources (SN), the limit
value and the maximum number of cycles (MCN). It is very important to specify these parameters since any change in these parameters directly affects the performance of the algorithm [48]. The ABC algorithm parameters were set using different values, colony size (NP = 50, 100, and 200), the number of food sources (SN = (NP/2) = 25, 50, 100) and the limit value was 150, 300, 600 for all functions and 5,000 for the maximum number of cycles. On the other hand, population volume (NP = 50, 100, 200) and the number of maximum iteration (NMI) were chosen as 5,000 for the TLBO algorithm. In the ABC and TLBO algorithms, the weights of the parameters were distributed in the range of [–5, +5]. In the training process, the ABC and TLBO algorithms were used to obtain smaller error values by obtaining more acceptable parameters. The parameters were continuously updated until the convergence criterion was reached.

In the CRA method, the LP, EF, and QF functions were also used in the training of the ABC and TLBO algorithms. The functions obtained from all the methods and, the equation coefficients of the training set are summarized in Table 4. The ABC and TLBO algorithms were used to find more acceptable small error values in the training process. The parameters were continuously updated until the convergence criterion was reached.

In the MARS algorithm, 80% of the analysis data, as in the CRA, was used for training process and 20% for the test set. One of the important advantages of the MARS method is that the relative importance of each input variable can be determined on a scale of 0–100. Thus, it allows the determination of the contribution of different outputs on the model outputs [49]. The significant independent variables according to the MARS method and the relative importance of the changes of these variables are given in Table 5 proportionally. Table 6 shows the BF of MARS method.

As seen in Table 6, the MARS method predicted the BOD with six BF and the corresponding equation is given as Eq. (10).

\[
\text{BOD} = 434.28 - 0.431546 \times \text{BF}_2 - 4.48034 \times \text{BF}_4 + 269.432 \times \text{BF}_6 - 79.4639 \times \text{BF}_9 - 197.508 \times \text{BF}_{11} + 0.0917189 \times \text{BF}_{13}
\]  

(10)

When the all models were evaluated according to performance evaluation criteria and reflecting BOD change, the MARS method was found to be more successful than other models. The scatter diagram and time series graphs of the

<table>
<thead>
<tr>
<th>Variable</th>
<th>Relatively importance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>COD</td>
<td>100.00</td>
</tr>
<tr>
<td>T</td>
<td>14.08</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BF</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>BF2</td>
<td>max (0, 806-COD)</td>
</tr>
<tr>
<td>BF4</td>
<td>max (0, 19.6-COD)</td>
</tr>
<tr>
<td>BF7</td>
<td>max (0, t-23)</td>
</tr>
<tr>
<td>BF9</td>
<td>max (0, t-24.2)</td>
</tr>
<tr>
<td>BF11</td>
<td>max (0, t-22.5)</td>
</tr>
<tr>
<td>BF11</td>
<td>max (0, COD-609)</td>
</tr>
</tbody>
</table>

Table 4
Coefficients obtained from the CRA, ABC, and TLBO models

<table>
<thead>
<tr>
<th>Function</th>
<th>b_0</th>
<th>b_1</th>
<th>b_2</th>
<th>b_3</th>
<th>b_4</th>
<th>b_5</th>
<th>b_6</th>
<th>b_7</th>
<th>b_8</th>
<th>b_9</th>
<th>b_10</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LF</td>
<td>198.962</td>
<td>-0.089</td>
<td>0.397</td>
<td>-1.618</td>
<td>0.329</td>
<td>0.060</td>
<td>-0.788</td>
<td>-0.640</td>
<td>-0.010</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PF</td>
<td>15.806</td>
<td>-0.026</td>
<td>-0.048</td>
<td>-0.073</td>
<td>0.620</td>
<td>0.058</td>
<td>-0.063</td>
<td>-0.006</td>
<td>-0.078</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EF</td>
<td>-20.395.301</td>
<td>9.933</td>
<td>-4.13 \times 10^6</td>
<td>2.89 \times 10^4</td>
<td>-7.86 \times 10^7</td>
<td>1.58 \times 10^4</td>
<td>2.89 \times 10^{-4}</td>
<td>-3.776 \times 10^{-5}</td>
<td>-3.01 \times 10^{-5}</td>
<td>4.48 \times 10^{-7}</td>
<td></td>
</tr>
<tr>
<td>ABC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LF</td>
<td>0.156</td>
<td>-0.105</td>
<td>0.171</td>
<td>-0.152</td>
<td>0.869</td>
<td>0.322</td>
<td>-0.210</td>
<td>0.013</td>
<td>0.118</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PF</td>
<td>1.014</td>
<td>0.048</td>
<td>-0.189</td>
<td>-0.020</td>
<td>0.662</td>
<td>0.066</td>
<td>-0.011</td>
<td>0.010</td>
<td>-0.006</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EF</td>
<td>-0.555</td>
<td>-0.047</td>
<td>-0.105</td>
<td>-0.001</td>
<td>-0.140</td>
<td>0.716</td>
<td>0.206</td>
<td>-0.063</td>
<td>0.007</td>
<td>-0.099</td>
<td></td>
</tr>
<tr>
<td>TLBO</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LF</td>
<td>0.227</td>
<td>-0.033</td>
<td>0.001</td>
<td>-0.087</td>
<td>0.964</td>
<td>0.197</td>
<td>-0.100</td>
<td>-0.040</td>
<td>-0.017</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PF</td>
<td>1.043</td>
<td>0.012</td>
<td>-0.010</td>
<td>-0.063</td>
<td>0.696</td>
<td>0.070</td>
<td>-0.043</td>
<td>-0.027</td>
<td>-0.0005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EF</td>
<td>-4.999</td>
<td>1.655</td>
<td>-0.004</td>
<td>0.001</td>
<td>-0.017</td>
<td>0.169</td>
<td>0.035</td>
<td>-0.017</td>
<td>-0.005</td>
<td>-0.002</td>
<td></td>
</tr>
</tbody>
</table>
CRA, TLBO, ABC, and MARS are given in Fig. 3. As can be seen from Fig. 3, the MARS method closely predicts the BOD compared to other models, while the other methods are insufficient compared to the MARS method.

The results obtained from all methods are given in the Table 7. As it can be seen from Table 7, the CRA, ABC and TLBO were almost close to the accuracy of the training set. The most acceptable results for each criterion are marked

Fig. 3. The scatter diagrams and time series for the testing period using CRA, ABC, TLBO, and MARS methods.
in italic. Among the functions used in the training set for all models, the PF function had the best results. However, the MARS method is the most successful model for the RMSE 44.1090 mg L$^{-1}$, MAE 31.4827 mg L$^{-1}$ of the test set of Antalya Hurma WWTP. As seen from Table 3, the MARS method gave a better prediction of the peak BOD than the CRA, ABC and TLBO methods.

The $R^2$ value derived from previous studies is shown in Table 8 for the estimation of BOD in WWTP with regression analysis models.

### 6. Conclusion

In this study, the usability of the regression analysis methods without measuring the daily BOD value was investigated. The results of the CRA, ABC, TLBO, and MARS models were compared with each other. The RMSE and MAE values were used to compare the performances of the methods. These two indices were used to determine errors and similarities according to the observed values. The MARS method applied in the testing set achieved improvements between 4% and 39% compared to the other models. As a result of the comparisons, it is understood that the MARS method can be used for the prediction of BOD.

By means of the obtained model equation, BOD value can be reached with instantly measured parameters, without waiting for BOD test analysis results. Approximate BOD value can be obtained from this model without spending time and consuming material. It was observed that the established model of MARS method had estimates consistent with the measured values which showed the applicability of the model by giving close answers to the instantaneous changes. The MARS method also achieved reliable results in peak value changes. It was observed that it could be used in BOD modeling and analysis through any data set by MARS method.

In this study, only the daily operating data of a WWTP was used. Further studies can be carried out using different data sets in order to improve the results obtained in this study. In addition to the methods used in this study, different meta-heuristic methods can be used and compared with the MARS method. Because the analysis of BOD is difficult, more successful results can be obtained through different models.
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### Table 7

The test performances of the all models for the BOD estimation in Hurma WWTP

<table>
<thead>
<tr>
<th>Models</th>
<th>Training set</th>
<th>Testing set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2$</td>
<td>RMSE (mg L$^{-1}$)</td>
</tr>
<tr>
<td>CRA</td>
<td>LF</td>
<td>0.8491</td>
</tr>
<tr>
<td></td>
<td>PF</td>
<td>0.8606</td>
</tr>
<tr>
<td></td>
<td>EF</td>
<td>0.8522</td>
</tr>
<tr>
<td>ABC</td>
<td>LF</td>
<td>0.8363</td>
</tr>
<tr>
<td></td>
<td>PF</td>
<td>0.8560</td>
</tr>
<tr>
<td></td>
<td>EF</td>
<td>0.8156</td>
</tr>
<tr>
<td>TLBO</td>
<td>LF</td>
<td>0.8491</td>
</tr>
<tr>
<td></td>
<td>PF</td>
<td>0.8591</td>
</tr>
<tr>
<td></td>
<td>EF</td>
<td>0.8403</td>
</tr>
<tr>
<td>MARS</td>
<td>0.9039</td>
<td>43.6010</td>
</tr>
</tbody>
</table>

### Table 8

The $R^2$ of previous studies

<table>
<thead>
<tr>
<th>References</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oliveira-Esquerre et al. [15]</td>
<td>0.36–0.73</td>
</tr>
<tr>
<td>Rene and Saidutta [31]</td>
<td>0.55–0.6</td>
</tr>
<tr>
<td>Abyaneh [35]</td>
<td>0.53</td>
</tr>
<tr>
<td>Ebrahimi et al. [38]</td>
<td>0.82–0.83</td>
</tr>
<tr>
<td>Bhatt et al. [50]</td>
<td>0.92</td>
</tr>
</tbody>
</table>
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