Monitoring effluent quality of wastewater treatment plant by clustering based artificial neural network method
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ABSTRACT

The artificial neural network (ANN), as a data-driven approach, is a powerful tool for forecasting effluent quality of wastewater treatment. However, selecting appropriate input variables is a major challenge in developing ANN models. Recent studies in various fields have highlighted the usefulness of different clustering methods in identifying appropriate input variables, which, however, has largely been unexplored in classifying wastewater quality parameters. This study was carried out to fill this knowledge gap. Three ANN models were developed with different clustering methods, to forecast effluent quality of Tabriz city’s wastewater treatment plant. Model A used principal component analysis (PCA) for input selection, model B used those variables identified by non-linear mutual information (MI) measure. In model C, the self-organizing map (SOM) method was used as an artificial intelligence (AI)-based method to cluster data and impose the representative parameters of each cluster as inputs of ANN. Model C presented a more favorable and optimal ANN structure in comparison with models A and B and showed up to 8% and 23% increment in determination coefficient (DC) efficiency criterion respectively. While the number of parameters involved in the wastewater treatment process are quite many, the proposed model by employing an AI-based clustering method could successfully predict the effluent quality using the minimum number of essential input parameters. Thus, this study highlights the superiority of the SOM technique in selecting dominant input variables for ANN modeling of WWTP efficiency performance, not only because of the enhanced performance of the model with respect to various indicators but also because such a superior result was achieved by an optimal ANN architecture.
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1. Introduction

The population of the world has rapidly grown over the past few years, and the most visibly affected area of this population booming is access to adequate clean water. Regarding the scarcity of freshwater resources, it becomes important to increase the wastewater treatment performance for future uses of treated wastewater.

Water quality is a major concern around the world, and this concern is generally greatest when available water quantities are low, and maximum use must be made of the limited resources. Industrial and municipal wastewaters are major contamination sources of aquatic bioia, according to the several thousand types of chemicals that release into the environment [1]. Improper operation of a wastewater treatment plant (WWTP) may bring about serious environmental and public health problems, and since discharging its effluent to a receiving water body can cause or spread various diseases to human beings and pose severe effect...
on the aquatic ecosystem, the importance of implementing effective monitoring and controlling techniques for wastewater systems is a well-known issue for water and environmental engineers. However, modeling a WWTP is a difficult task due to the complexity of the treatment processes [2]. The complex physical, biological and chemical processes involved in the wastewater treatment process exhibit non-linear behaviors which are difficult to be described by classic linear mathematical models [3]. Therefore, reliable process monitoring of treatment systems may be achieved by developing robust non-linear methods that are capable of predicting the performance of WWTP based on the past observations of quality parameters.

Artificial neural networks (ANNs) as such non-linear models are computer techniques that attempt to simulate the functionality and decision – making processes of the human brain [4]. ANNs have been increasingly applied to various environmental modeling [5,6], and water quality problems [7,8]. In the field of WWTP modeling, ANNs have been successfully utilized for prediction of WWTP parameters [9–11], process control of WWTP [12–15], estimating output parameters and characteristics of WWTP [16,17]. Most of such studies need different input data, which is not easily accessible and makes the modeling process more expensive and time-consuming.

In recent WWTPs, advanced technologies and electronic sensors provide the opportunity of collecting a wide variety of variables. Besides, the dynamic behavior of WWTP becomes an obstacle to the effort of generating a simple relationship between the input and output parameters and predicting the effluent [18]. Therefore, the need for robust approaches that can extract the most meaningful and relevant information among “high-dimensional” data set is growing due to the huge amount of accessible data [18]. Furthermore, an ANN model which includes excessive information demands a large computational memory while the irrelevant variables make the learning process more complex and this issue could result in imprecise and mis-convergence [19].

In the light of aforementioned points, selection of the most dominant variables is a crucial issue in ANN-based model development. In this regard clustering as a data pre-processing approach can be used for dominant input selection for ANN or other data-driven methods, see [20,21]. In ANN-based modeling, clustering analysis is mostly implemented for classifying different data sets into relevant classes [22], and for optimizing the structure of the model by identifying the most pertinent inputs [19]. In the WWTP modeling content, various methods have been used in order to determine suitable inputs for forecasting effluent quality. Lou et al. [10] computed the correlation coefficient (CC) between parameters of WWTP and sludge volume index in order to select the dominant inputs for developing ANN model and predicting the sludge volume index. Dogan et al. [11] employed sensitive analysis to investigate the relative importance of the input parameters of the ANN model that was developed for predicting effluent Biochemical Oxygen Demand (BOD). Pie et al. [23] calculated the CC values of different parameters of industrial WWTP with the aim of selecting important input parameters and predicting the effluent quality of WWTP. Wan et al. [21] applied adaptive-network-based fuzzy system (ANFIS) for predicting suspended solids (SS) and chemical oxygen demand (COD) of paper mill WWTP, in this way, fuzzy subtractive clustering was employed, meanwhile, PCA was applied to reduce the dimension of input variables. Kohonen self-organizing map (SOM) as AI (artificial intelligence) based clustering method has superior visualization capability and the ability to highlight correlation patterns between the available data to classify and interpret the behavior of the process [24]. It operates as an effective tool to convert complex, nonlinear, statistical relationship between high dimensional data items into a simple, geometric relationship on a low-dimensional display so as to allow the number of clusters to be determined by inspection [25]. The SOM based classification is attractive, due to its topology preserving property and solving various problems that traditionally have been the domain of conventional statistical and operational research techniques [22]. SOM is trained using an unsupervised learning algorithm to identify hidden patterns in un-labeled input data. This unsupervised refers to the ability to produce a low-dimensional discretized representation of the input space. The lack of direction for the learning algorithm in unsupervised learning can sometimes be advantageous since it lets the algorithm to look back for patterns that have not been previously considered.

In comparison with other common clustering techniques such as K-means, SOM seems to have more robust result due to its higher accuracy, less computational time, and error rate [26]. Although successful applications of SOM have been reported in various hydro-environmental processes, see [22,25]. To the best of authors’ knowledge, the capability of this robust method and its efficiency in increasing the accuracy of ANN models for predicting the effluent quality of WWTP had been overlooked. The main objective of the current study is to evaluate the application of the SOM clustering technique in identifying the dominant input variables to develop an ANN model for forecasting effluent BOD, as one of the most important parameters of Tabriz city WWTP, located at northwest Iran, to evaluate the performance of a real WWTP. Furthermore, mutual information (MI) as a non-linear measure is also used for dominant inputs selection of the ANN method. Unlike the SOM, the goal of MI as a supervised method is to find a mapping from inputs to outputs, so it requires the target parameter to be specified, whereas, unsupervised learning model (such as SOM) identifies the pattern class information heuristically [28]. Although linear CC has been widely used to find the strength of relationships between input and target variable in ANN based modeling of WWTP [10,11,23], wastewater treatment process is highly non-linear and consists of complex biochemical and chemical dynamic processes which make linear evaluation methods insufficient. Nourani et al. [29] criticized using linear input selection method (such as CC) in non-linear AI based modeling framework such as ANN. Finally, the obtained results by SOM and MI-based methods are compared with the results of multivariate statistical projection method of PCA which has been already applied as a data pre-processing method in WWTP context [30–32]. In fact, both the MI method and PCA are adopted as the preprocessing purpose before modeling WWTP by AI method. With the hypotheses that the application of pre-processing techniques would contribute to the increment of modeling accuracy. While the SOM investigates the relationship of wastewater parameters based on unsupervised and competitive learning approach, the MI method provides the
chance of investigating this relation from supervised perspective and, while the SOM was utilized to approximate a nonlinear mapping between two data spaces, by PCA technique, linear relationship of the mentioned parameters was also examined. Hence, the clustering potential of the SOM have been explored and compared with different perspectives for deriving a comprehensive conclusion.

2. Materials and methods

2.1. Study area and data

The Tabriz WWTP has been oriented at a distance of four kilometers west of Tabriz in the Qaramalek village lands (Fig. 1) and on the south side of the Ajichay River in an area of 72 ha. The capacity of Tabriz WWTP is about 765 m$^3$/d. It comprises fine and coarse screens, grit chambers, a pretreatment unit, anaerobic tanks, anoxic tanks, activated sludge aeration tanks, secondary sedimentation tanks, and a disinfection unit. Influent wastewater initially passes through fine and coarse screens and then enters to grit removal phase. A cylindrical-shaped grit chamber is capable of collecting particles greater than 20 mm. In the grit chamber, the inorganic matters settle with a hydraulic retention time of 3.8 min. After passing the pretreatment processes, the wastewater enters the anaerobic tank, anoxic tank and aeration tank, and secondary clarifier, respectively. The effluent is disinfected by the end of the process (Fig. 2). The capacity of this WWTP has been planned for wastewater from a population of six million by the year 2025.

The Tabriz WWTP was examined for five years (from 2013 to 2017) regarding BOD removal. Determining BOD values after five days ($\text{BOD}_{5}$) has been adopted as a compromise between a short test-period and the detection of a practically complete biological breakdown of organic materials. With domestic effluents at 20°C, a complete degradation (= 100% BOD) is achieved only after 21 d; however, after only 5 d, 70% of the biologically convertible substances are broken down, and it could be considered as a target parameter. Since the change in DO concentration has been measured after five days in Tabriz WWTP, and due to the Markov nature of treatment system, it is hypothesized that the BOD of the effluent at the current and previous time steps have a direct impact on the quality and the consumed oxygen after five days. Thus, $\text{BOD}_{t-1}$, $\text{BOD}_{t-2}$ are introduced to the model in order to examine this hypothesis. The assessment variables of the system include the temperature (T) of the ambient air and wastewater, flow rate (Q), pH, Electrical conductivity (EC), settleable solids (SS), total suspended solids (TSS), volatile suspended solids (VSS), total dissolved solids (TDS), mixed liquor suspended solids (MLSS), chemical oxygen demand (COD), all in the influent and BOD at the effluent as target.

The statistical features of the parameters, for the gathered data, from 2013 to 2017 are tabulated in Table 1.

Considering Table 1, it could be concluded that the pH was quite steady over 7.19–8.5. The temperature of the wastewater follows the seasonal temperature of Tabriz city, high in the summer and low in the winter. The highest standard deviation (90.99) belongs to EC which is an indicator of its fluctu-
The ratio of BOD/COD is about 0.60 which is in the normal range of municipal wastewater, emphasizing that it is biodegradable wastewater. Due to the probability of bulking occurrence in activate sludge process, the MLSS is unstable, and it ranges from 1113 to more than 2000 mg/L.

Correlation coefficients between BOD\textsubscript{eff} and other 13 parameters were calculated in order to analyze the effect of each variable on the effluent BOD. It is obvious from Table 2 that CCs between BOD\textsubscript{in} and other 13 parameters were calculated in order to analyze the effect of each variable on the effluent BOD. It is obvious from Table 2 that CCs between BOD\textsubscript{in} and BOD\textsubscript{eff}, COD, TSS are greater than 0.20 which indicates that these parameters, in comparison with other parameters, have a stronger correlation with effluent BOD. It worth mentioning that CC deals with the only linear relationship while WWT process is a Markov and nonlinear phenomenon. As seen in Table 2, if CC was used as a measure to select dominant inputs, both BOD\textsubscript{in} and COD\textsubscript{in} were selected mathematically, but it is clear physically that these two are dependent variables and it doesn’t seem logical to impose both as the input of the model in the next step. Therefore, CC is an inadequate tool for explaining the most pertinent variables with the output.

### 2.2. Feed-forward neural network

ANN as a “black box tool” follows human brains pattern in order to approximate the nonlinear relationship between inputs and outputs of any process [33]. ANN is capable of providing a framework for mapping the input set and the output set of variables. The feed-forward neural network (FFNN) and back propagation (BP) algorithm are widely applied in engineering problems. Three-layer FFNN

![Fig. 2. Wastewater treatment process of Tabriz city WWTP.](image)

<table>
<thead>
<tr>
<th>Parameter (Units)</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q\textsubscript{in} (m$^3$/day)</td>
<td>173247</td>
<td>32245</td>
<td>145750.7</td>
<td>3.49</td>
</tr>
<tr>
<td>pH\textsubscript{in} (°C)</td>
<td>8.57</td>
<td>7.19</td>
<td>7.99</td>
<td>0.17</td>
</tr>
<tr>
<td>BOD\textsubscript{in} (mg/L)</td>
<td>350</td>
<td>210</td>
<td>290.59</td>
<td>20.71</td>
</tr>
<tr>
<td>COD\textsubscript{in} (mg/L)</td>
<td>600</td>
<td>348</td>
<td>478</td>
<td>33.11</td>
</tr>
<tr>
<td>SS\textsubscript{in} (mg/L)</td>
<td>1.2</td>
<td>0</td>
<td>0.45</td>
<td>0.143</td>
</tr>
<tr>
<td>TSS\textsubscript{in} (mg/L)</td>
<td>384</td>
<td>214</td>
<td>304.36</td>
<td>20.26</td>
</tr>
<tr>
<td>VSS\textsubscript{in} (mg/L)</td>
<td>324</td>
<td>113</td>
<td>208.025</td>
<td>22.57</td>
</tr>
<tr>
<td>TDS\textsubscript{in} (ppm)</td>
<td>1520</td>
<td>852</td>
<td>1212.4</td>
<td>76.58</td>
</tr>
<tr>
<td>T\textsubscript{in} (°C)</td>
<td>26.7</td>
<td>12.2</td>
<td>20.83</td>
<td>2.99</td>
</tr>
<tr>
<td>MLSS (mg/L)</td>
<td>2910</td>
<td>1113</td>
<td>2204.02</td>
<td>142.9</td>
</tr>
<tr>
<td>EC\textsubscript{in} (µSiemens/cm)</td>
<td>1860</td>
<td>1334</td>
<td>1594.66</td>
<td>90.99</td>
</tr>
<tr>
<td>BOD\textsubscript{out} (mg/L)</td>
<td>44</td>
<td>13</td>
<td>23.05</td>
<td>3.02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Water parameter</th>
<th>BOD\textsubscript{in}</th>
<th>COD\textsubscript{in}</th>
<th>TSS</th>
<th>BOD\textsubscript{t–1}</th>
<th>BOD\textsubscript{t–2}</th>
<th>pH\textsubscript{in}</th>
<th>SS</th>
<th>VSS\textsubscript{in}</th>
<th>MLSS</th>
<th>EC\textsubscript{in}</th>
<th>TDS\textsubscript{in}</th>
<th>T</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOD\textsubscript{eff}</td>
<td>0.33</td>
<td>0.29</td>
<td>0.25</td>
<td>0.25</td>
<td>0.21</td>
<td>0.12</td>
<td>0.16</td>
<td>0.052</td>
<td>0.043</td>
<td>0.031</td>
<td>0.018</td>
<td>0.013</td>
<td>0.007</td>
</tr>
</tbody>
</table>
which is trained by the BP algorithm seems to be adequate for prediction purposes in the engineering problems [34].

BP algorithm needs no prior knowledge of weak learner and is a commonly applied method for model training due to its high level of versatility, flexibility, and accuracy. The term “feed-forward” refers to the fact that information flows only from the input layer to the hidden neurons and finally to the output layer. In FFNN models the following equation can be used for target value determination [35]:

\[
y_k = f_o \left( \sum_{j=1}^{M_N} w_{okj} f_h \left( \sum_{i=1}^{N_N} w_{ji} x_i + w_{io} \right) + w_{ko} \right)
\]

where \( w \) denotes a weight in the hidden layer which connects the \( i \)th neuron in the input layer and the \( j \)th neuron in the hidden layer, \( j \)th hidden neuron’s bias is indicated by \( w_j, f \) is the activation function of the hidden neuron, \( w_o \) is a weight in the output layer connecting the \( j \)th neuron in the hidden layer and the \( k \)th neuron in the output layer, \( w_k \) is the bias for the \( k \)th output neuron. \( f_h \) is the activation function for the output neuron, \( x_i \) is \( i \)th input variable for the input layer, \( \hat{y}_i \) and \( y \) represent the calculated and observed output variables, respectively. \( N_N \) and \( M_N \) are the number of neurons in the input and hidden layers, respectively. The weights are different in the hidden and output layers, and their values can be changed during the process of the network training.

In this study, determination coefficient (DC) [Eq. (2)] and root mean square error (RMSE) [Eq. (3)], which rank from 0 to 1, were used as the efficiency criteria in order to assess the performance of the ANN modeling [36]. The smaller RMSE denotes a more convenient result, and the DC which is close to 1 denotes a better fit of data. While the value of RMSE depends on the units of the predicted variable, DC is dimensionless and can be used to compare models by different units. Also, the RMSE values can be used to distinguish model performance in a calibration period with that of a validation period and selecting pertinent variables as the model inputs not only simplifies the structure of the model but also yields more convincing results [22]. In the presented study PCA as a linear statistical method, and MI as a supervised non-linear method, and SOM as an unsupervised non-linear method were applied and compared in order to evaluate the best approach for appropriate input selection.

To develop the ANN model for predicting effluent BOD, the data set was divided into 70% training data set and the rest 30% was proportioned into validating and testing data sets, 15% for validating and 15% for the testing purposes. As described above, network training was carried out using the standard back propagation algorithm. The sigmoidal function was used as the transfer function in both the hidden and output layers due to its suitable application, especially, for continuous-value input/output pairs. The optimal hidden layer was determined by varying the total number of nodes from 1 to 10. The stop criteria are based on the RMSE for the validation set instead of that for the training set to ensure model generalization.

In the case of using the trial-error method in current work for predicting BOD of WWTP within 13 input variables, 211-1 trials would be needed for finding appropriate input combination which was a time-consuming process. All the mentioned 13 input variables do not affect the output parameter equally and do not contribute to the informative data set. Therefore, using the selected pertinent variables as the model inputs not only simplifies the structure of the model but also yields more convincing results [22]. In the presented study PCA as a linear statistical method, and MI as a supervised non-linear method, and SOM as an unsupervised non-linear method were applied and compared in order to evaluate the best approach for appropriate input selection.

2.3. Principal component analysis (PCA)

During the last two decades, multivariate statistical techniques have become increasingly popular in many fields. PCA analysis and developments based on PCA, such as principal component regression (PCR) and projection to latent structures (PLS), have been applied successfully to model various industrial processes [39], including WWT modeling [40].

The basic idea behind PCA is that the collinear nature of data is utilized to reduce the dimensionality of the measurement space by introducing a number of pseudo-variables (principal components). These pseudo-variables describe the main mechanisms that drive the process and normally are fewer than the number of measured variables. PCA is one of the multivariate statistical methods which can use to reduce the complexity of input variables when we have a huge volume of information and we want to have a better interpretation of variables [41].

PCs specified by the equation as:

\[
Z = a_1 X_1 + a_2 X_2 + \ldots + a_n X_n
\]

In Eq. (5), \( Z \) represents specific PCs, \( a \) is related to eigen vector and \( X \) are also input variables [42]. This information achieved by solving Eq. (12):

\[
| R - I_k | = 0
\]

where \( I \) is unit matrix, \( R \) is variance-covariance matrix and \( \lambda \) is eigen value. From these eigen values, we can achieve the eigen vectors. Details for mastering the art of PCA can be found in [43].

In this study, the PCA was employed to classify relevant variables of wastewater system, and to express their "interre-
2.4. Mutual information (MI)

MI, in information theory, is described as a measure that specifies the “stochastic dependency” between two random variables without considering their relations nature [44]. In other word, MI quantifies the amount of information specifies the “stochastic dependency” between two random variables.

Let X be a system which takes on \( x_i, x_j, \ldots, x_n \) values. The Shannon entropy \( H(X) \) of this system is defined as [45]:

\[
H(X) = -\sum_{i=1}^{M_x} p(x_i) \log p(x_i)
\]  

(8)

where \( M_x \) and \( p(x) \) indicate the number of possible states and the probability of each possible values, respectively.

For two separate systems of X and Y, the joint entropy is:

\[
H(X, Y) = -\sum_{i=1}^{M_x} \sum_{j=1}^{M_y} p(x_i, y_j) \log p(x_i, y_j)
\]  

(9)

where \( p(x_i, y_j) \) is the joint probability, X is in state \( x_i \) and Y is in state \( y_j \), \( M_x \) and \( M_y \) are numbers of states that could be different [46]. Mutual information \( I(X, Y) \) between systems X and Y is described as:

\[
I(X, Y) = H(X) + H(Y) - H(X, Y), \geq 0
\]  

(10)

Overall equation from (8) to (10) yields:

\[
I(X,Y) = \sum_{i=1}^{M_x} \sum_{j=1}^{M_y} p(x_i, y_j) \log \left( \frac{p(x_i, y_j)}{p(x_i)p(y_j)} \right)
\]  

(11)

In Eq. (10), \( p(x) \) and \( p(y) \) are the probability distributions of \( X \) (input variable) and \( Y \) (output variable) respectively, and \( p(x_i, y_j) \) is the joint probability distribution of \( X \) and \( Y \). Since the underlying relationship between variables is described by these distributions, their precise determination is necessary for MI evaluation. However the exact distribution of variables is not clear in pragmatic matters. Therefore, estimation is required for computing entropy \( H \). Add to that, MI, as a supervised method, requires knowledge of the desired output values (which is also referred to the supervisory signal) and the goal of supervised method is providing best approximation of the relationship between inputs and output data. Readers for mastering in the entropy and MI knowledge and excessive details are referred to Cover and Tomas [47].

The minimum redundancy and maximum relevance (MRMR) as an input selection algorithm is widely utilized to evaluate the MI and conclude whether the given candidate parameter should be included in input variables. This algorithm chooses a subset of variables (S) which has minimum redundancy and maximum relevance with output layer [48]. This criterion for system X and Y is described as [49]:

\[
J_{MRMR}(X_M) = I(X_n; Y) - \frac{1}{|S|} \sum_{j \in S} J(X_n \mid X_j)
\]  

(12)

2.5. Self-organizing map (SOM)

In the context of the unsupervised neural network, SOM is capable of classifying pattern of data without any prior knowledge about the process in which the data is generated. Therefore, by maintaining the topology structure of the data, SOM converts intricate nonlinear relationships among “high-dimensional” data into a comprehensible geometric relationship on a “low dimensional display” [50]. SOM can group the items with common similarities and plot the similarities on 1 or 2-dimensional plots [22]. Therefore, SOMs carry out dimension reduction and similarity demonstration. The SOM contains an input layer and an output layer (which is known as Kohonen layer) (Fig. 3). The objective is to find a suitable set of prototype vectors for each unit so that the network models the distribution of the input data in the output space [51].

At each irritation, the initial weight is appointed randomly. The distance among inputs and weight neurons calculated by putting input vector \( x \) through the network. The most common criterion to compute the distance is Euclidean distance as [50]:

\[
\|x - w\| = \sqrt{\sum_{i=1}^{n} (x_i - w_i)^2}
\]  

(13)

The neuron which possesses the most similar weight to the input is called the best matching unit (BMU). Among training processes, the winner neuron or BMU and its neighboring neurons are given time in order to learn by changing the weights gradually, to further reduce the distance between the weights and the input vector [50]:

\[
W(t + 1) = \omega(t) + \alpha(t) h_i n (x - \omega(t))
\]  

(14)

where \( t \) is time and \( \alpha \) is the learning rate which is ranging in \([0, 1]\), \( h_i \) is Gaussian function that is widely used as the neighborhood function and is centered in winner neuron whose position is indicated by \( i \) and \( n \).
In model A, in order to apply PCA, it is necessary to evaluate the KMO test which measures sampling adequacy for each variable. The KMO value was calculated using Eq. (7), and the value of 0.73 indicated that the data is quite suited for PCA analysis. After standardization of the input variables for PCA application, variance-covariance symmetrical matrix R was formed from order 13 (equivalent to the number of potential input variables). After solving Eq. (6), 13 eigen values and for every eigen value 13 eigen vectors were obtained and by using them, 13 PCs were formed from input variables. The characteristics of the computed PCs are presented in Table 3 and the variance percentage of each component is tabulated in Table 4.

As shown in Table 4, over 90% of the variation within the data cloud be explained by the former two PCs, so the importance of the thirteen variables for the former two PC, was based on the following order according to Table 3:

\[ PC_1 > PC_2 > PC_3 > \cdots > PC_{13} \]

The projections of the process vectors into the space of the first two loading vectors are shown in Fig. 4 which reflects the relative importance of parameters based on their vector value. It could be hypothesized that parameters 10(TDS), 11(EC), 7(MLSS), 4(COD) are important variables. For investigating the exactness of this hypothesis, the t-test, a statistical hypothesis test in which the test statistic follows a Student’s t-distribution was applied. In another word, the t-test method was adopted in order to determine whether the hypothesized variables’ mean is statistically in meaningful distance from all variables’ mean or not, and how large is the difference between the mean of selected parameters and the mean of whole variables in PCA1 and PCA2. Since calculated t-value (2.37) is less than the t-table value at an alpha level of 0.05 (3.11), it could be concluded that the difference is very subtle and null hypothesis (the sample mean equals to the proposed population mean) is acceptable. Hence, it could be acclaimed, with 95% confidence,
that the selected variables were representative of each PCA. As a result, MLSS, EC, TDS, COD were concluded as the most important parameters so that the input variables reduced from thirteen to four (MLSS, EC, TDS, COD) variables that should be introduced to the ANN model for predicting effluent BOD.

In model B, the MI measure was applied to determine the most pertinent inputs among 13 parameters (Q, SS, PH, T, TSS, TDS, VSS, EC, BOD, MLSS, BOD, COD) parameters with MI score between each of these 13 parameters and model output (BOD) was calculated using Eq. (11). Similarly, MRMR score was calculated using Eq. (12) in order to classify the selected variables. The size of the Kohonen layer must be in order to select the best representative of each cluster and centroid variables. The size of the Kohonen layer must be adequate enough to provide the appropriate number of clusters that could cover all information represented by the data set (52).

In model C, the SOM clustering approach was employed for recognizing homogenous variables of the wastewater treatment system. Euclidean distance criterion was used to determine the connection between these parameters with other quality characteristics and the exactness of time series hypothesis. The second cluster comprises T, SS, and TSS which can be another biological components is also an indicator of existed to train the topology of the SOM that was orientated on a hexagonal network. Hits map of SOM indicates the number of variables and their positions (Fig. 5a).

Four data classes were obtained using the SOM technique (Fig. 5 and Table 6). Neighbor weight distances are shown in Fig. 5a. Neurons distance are designated with the colors in every region where the darker color indicates the larger distance.

According to the results, the first cluster contains VSS, BOD, TSS, MLSS and COD. It should be noted that the biological treatment system of the Tabriz WWTP is the activated sludge process, therefore, it is essential to maintain the yield coefficient in a specific rate since it links the rate of BOD as the substrate utilization, to the rate of MLSS and VSS as the amount of microbial community. In another words, the amount of biomass produced during cell synthesis are highly related to the amount of substrate degraded. Thus, it can be concluded that this cluster represents the biological component of the treatment process. Also, industrial wastewater in Tabriz city is obligated to experience a pretreatment process before discharging to the municipal sewer system, so that the COD and BOD values are so close and denoting them in one group seems logical. Clustering BOD, TSS, and COD which can be determined by physical senses such as touch and sight. Therefore this cluster concludes physical condition.

<table>
<thead>
<tr>
<th>Output parameter</th>
<th>Input variable</th>
<th>MI</th>
<th>MRMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOD&lt;sub&gt;in&lt;/sub&gt;</td>
<td>BOD&lt;sub&gt;in&lt;/sub&gt;</td>
<td>0.25</td>
<td>0.063</td>
</tr>
<tr>
<td>VSS&lt;sub&gt;in&lt;/sub&gt;</td>
<td>0.24</td>
<td>0.042</td>
<td></td>
</tr>
<tr>
<td>TSS</td>
<td>0.24</td>
<td>0.012</td>
<td></td>
</tr>
<tr>
<td>MLSS</td>
<td>0.22</td>
<td>0.036</td>
<td></td>
</tr>
<tr>
<td>COD&lt;sub&gt;in&lt;/sub&gt;</td>
<td>0.17</td>
<td>0.004</td>
<td></td>
</tr>
<tr>
<td>TDS</td>
<td>0.17</td>
<td>0.004</td>
<td></td>
</tr>
<tr>
<td>EC</td>
<td>0.12</td>
<td>0.0015</td>
<td></td>
</tr>
<tr>
<td>BOD&lt;sub&gt;t-2&lt;/sub&gt;</td>
<td>0.10</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>PH&lt;sub&gt;in&lt;/sub&gt;</td>
<td>0.9</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>0.09</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>BOD&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.045</td>
<td>0.0004</td>
<td></td>
</tr>
<tr>
<td>SS</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Q</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4. The characteristics of PC1 and PC2.
cluster includes EC, TDS, and pH, these three parameters are indicators of chemical component and salinity level. The EC and TDS member are highly correlated and usually expressed by a simple equation: TDS = k EC (in 25°C). EC is closely related to total dissolved solids in which suspended undissolved solids are not included. Also, it is clear from Fig. 5b that SOM was capable of discerning Q as outlying data and insulating it from other clusters which show the ineffectiveness of this parameter. Election of just one member from each cluster, while all cluster members follow the same pattern and play the same role in the ANN-based prediction model, might be effective from variable and noise diminishing perspective. Hence, the clustering result of the SOM model, which is based on the unsupervised and competitive learning algorithm, leads to variables reduction.

Accordingly, based on the Euclidean distance measure the pertinent member from each cluster extracted and introduced to ANN for predicting effluent BOD. T as representative of physical characteristics of influent and PH as representative of chemical characteristics of influent and BOD as representative of biological characteristics were determined as the representatives of clusters. Therefore, by employing the SOM and identifying dominant data, sufficient data are selected from the data set and insignificant data eliminated. It can be concluded that, due to covering all physical, chemical and biological characteristic, results seem to be the best representative of inputs which fit the prediction purpose.

There are two essential parts that should be involved in model testing: accuracy and generalization performance. Testing the model’s potential in predicting the target for the given data set that was used for model training is accuracy performance, and testing the model’s potential in predicting the target for the data set that wasn’t used in training stage is generalization performance [10]. These ANN modeling performance results are presented in Table 7 and denote the

---

**Table 6**

Clusters and members’ distribution

<table>
<thead>
<tr>
<th>Cluster number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster members</td>
<td>MLSS, BOD, VSS, COD, BOD, BOD, Ti, SS, TSS, EC, TDS, PH, Q</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 7**

Performance of ANN for three models

<table>
<thead>
<tr>
<th>Model</th>
<th>ANN structure</th>
<th>Iteration number (epoch)</th>
<th>Determination coefficient (DC)</th>
<th>Root mean square error RMSE (normalized)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Training</td>
<td>Validation</td>
<td>Test</td>
</tr>
<tr>
<td>A(PCA)</td>
<td>4-5-1</td>
<td>200</td>
<td>0.64</td>
<td>0.083</td>
</tr>
<tr>
<td>B(MI)</td>
<td>4-10-1</td>
<td>500</td>
<td>0.48</td>
<td>0.099</td>
</tr>
<tr>
<td>C(SOM)</td>
<td>3-5-1</td>
<td>200</td>
<td>0.74</td>
<td>0.046</td>
</tr>
</tbody>
</table>
Fig. 6. Observed BOD vs. computed BOD in, a) Model A, b) Model B, c) Model C.
reliability of model C in which the input parameters have been clustered by SOM, since the DC values for verification steps increased to 8% and 22%, compared to the models A and B, respectively. It should be noted that none of PCA and MI methods are in the categories of the AI, however, SOM method is an AI-based clustering approach that in combination with AI-based modeling method (ANN) led to more precise effluent quality prediction.

Model C shows close values to the results of the RBF and MLP models that were developed recently by Hamada et al. [53], however, model C, owing to the SOM algorithm, has a simpler structure since it has used only three critical parameters, while in the mentioned studies five parameters have been utilized for predicting BOD. From the modeling perspective, clustering the data by SOM before developing the model is a two-phase process and in comparison with simple models may suffer from computational sufficiency. However, it should be mentioned that engineers who control and monitor the effluent quality of WWTP, faces a huge amount of operating variables. The developed model in current work would offer them an opportunity to minimize these parameters while preserving the crucial relationships of the data on the two-dimensional plane [54], hence, the data from various sources can be used efficiently. Furthermore, due to the capability of SOM in handling with noisy data set and unsupervised learning, there wouldn’t be specific demand of processing knowledge. Therefore, the result confirmed that the proposed model would be sufficient and helpful for practical purposes.

Figs. 6a–c which depict observed versus predicted effluent BOD values for all three models indicate that models A and B underestimate the extremum values while almost all of the variations of the BOD are predicted by the model C. This model is capable of catching the peak values of effluent BOD, which emphasizes the superiority of SOM-ANN model and the best agreement between measured BOD and the model outputs.

4. Conclusions

This article investigated dominant input determination methods for ANN modeling of the WWTP. In this way, the FFNN was used to derive a convenient wastewater treatment model for predicting effluent BOD of WWTP. Model A utilized the PCA multivariate statistical method, in model B, non-linear MI measure was used for input selection. The comparison of models revealed that the model C which benefits SOM clustering method, outperformed others based on the performance evaluation measures, DC and RMSE. This model with three input variables (PH, T, BOD) led to better performance than the first model with, MLSS, EC, TDS, COD, inputs due to distinguishing parameters with maximum similarity and reducing them as well as covering all physical, chemical, biochemical characteristics of the wastewater. Furthermore, the obtained results show the merit of SOM in detecting the ineffective parameter and separating it from other clusters. Model B with four input variables (MLSS, BOD, VSS, and TSS) lacks precision because of neglecting physical parameters, which causes a negative effect on ANN’s generalization and leads to unreliable results. Therefore, the multiple factors such as biochemical mechanism, the number of inputs, accuracy, etc. need to be considered for the choice of input variables.

Lack of available data and a wide range of involved parameters were the major difficulties and restriction of the current study. While, considering broad diversity of parameters (i.e., NO\textsubscript{3}\textsuperscript{-}, NO\textsubscript{2}\textsuperscript{-}, mixed liquor volatile suspended solids (MLVSS), total phosphate (TP), grease, dissolved oxygen (DO), etc.) can offer more reliable and comprehensive result of clustering WWTP parameters. For further studies, other clustering methods such as K-Means method which is a method of vector quantization could be applied in order to verify the SOM method. Add to that, application of an adaptive neuro-fuzzy inference system or adaptive network-(ANFIS), a kind of artificial neural network that is based on a fuzzy concept, could be compared to FFNN performance. More specifically, other parameters of WWTP may be models via the proposed method.
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