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a b s t r a c t
The interval data cluster analysis method was adopted to evaluate the water quality of the Huaihe 
River. This method could reduce the dimension of water quality data. When the dimension reduced, 
the calculation could be easier. With this method, there is no loss of information. Twenty-six sites 
in the river were selected to take samples. At each sampling site, four indicators were recorded 
each week in 2012. First, the original 1,326 × 4 matrix was converted into a 26 × 4 matrix. The tra-
ditional number elements in matrix were replaced by interval-valued data. Then, the interval data 
were standardized. For the standardized data, Euclidean–Hausdorff distance was used for hierar-
chical cluster analysis. To determine the needed clusters, the paper employed corrected rand index 
(CRI). According to the value of CRI, 26 sites were divided into six clusters. Samples in different 
clusters had different interval radius and pollution levels. Samples in cluster 1 are mildly polluted 
and the fluctuation of indicators’ concentrations is not as violent as those in other clusters. Though 
the samples in cluster 2 and 4 rank in all the middle levels in terms of pollution, pollution in clus-
ter 4 is relatively stable. Cluster 5 and 6 have higher concentrations of DO, CODMn, and NH3–N, 
due to insufficient DO. The interval data cluster analysis method based on Euclidean–Hausdorff 
distance classifies the sample sites into multiple clusters without loss of information.

Keywords:  Interval-valued data; Water quality assessment; Cluster analysis; Euclidean-Hausdorff 
distance; Corrected rand index

1. Introduction

In recent years, with the deterioration of water qual-
ity, water pollution has become serious and water qual-
ity assessment has been a heated topic. Many methods 
have been developed to evaluate water pollution. Entropy 
method is used to calculate the weight during the evalua-
tion process [1]. Multivariate statistics analysis is very use-
ful for water quality assessment [2–7]. Fuzzy set was first 
proposed by Zadeh [8]. It has been applied in many fields. 
This method is used to assess water quality combined with 
multivariate statistics [9,10]. Neural network is also a very 
popular method in water quality assessment. BP neural 

network is applied to water quality assessment for Miyun 
Reservoir recharged with reclaimed water [11]. He et al. [12] 
proposed an Radial Basis Function neural network based 
on optimized parameters of genetic algorithm in terms of 
water quality evaluation.

The diversification of data information promotes the 
demand for efficient data analysis methods. When the data 
structure is too complicated, the traditional data analysis 
technology has many limitations. The sample sizes and vari-
able dimensions are always large, so it takes too much time 
to calculate the cost. This also makes it difficult to main-
tain the internal relationship of data attributes and cannot 
obtain the implied knowledge in the data [13]. At the same 
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time, the amount of water quality data is large, and the 
above methods may lose some information when evaluat-
ing the degree of pollution. Traditional methods should be 
optimized for evaluating these complex water quality data. 
Interval-valued data analysis method is an effective way 
for processing high-dimension data. Interval analysis, also 
known as interval mathematics, is a branch of mathemat-
ics in which interval variables replace point variables. It was 
originally developed from the error theory of computational 
mathematics.

It is a symbolic data analysis (SDA) method. Symbolic 
data analysis is defined as a theory to extract systematic 
knowledge from massive data and researches on how to 
explore the system theory and method from massive data 
[14]. SDA can reduce the computational complexity and use 
the data packaging method to maintain the characteristics of 
the sample. After packing, the samples are called symbolic 
objects and the numbers become symbolic data. Symbolic 
data can be both quantitative or qualitative. Interval-valued 
data is a common type of symbolic data [15]. For example, the 
concentration of BOD in a river may vary in the interval [3.6, 
10.8] (mg/L). For interval-valued water quality data, cluster 
analysis (CA) could be used to classify similar sample sites 
or indicators. Cluster analysis mainly contains hierarchical 
and partitional clustering [16,17]. It is a data analysis field 
still under exploration. CA aims to organize a set of items 
into several clusters so that items within a given cluster have 
a high degree of similarity, while items belonging to differ-
ent clusters are greatly different. There are also many studies 
using multivariate analysis methods to cope with water qual-
ity data [18–22].

When point data are converted into symbolic data, 
the traditional cluster analysis methods become invalid. 
Therefore, it is necessary to improve the cluster analysis 
methods so that these methods could deal with symbolic data 
[23–25]. In recent years, many symbolic data cluster analysis 
methods have been put forward. Transformation algorithm 
could be used for clustering of distributed symbolic variables 
[26]. Similarity measures about data decomposition rules 
and cluster methods were proposed for multi-valued con-
straint symbolic data [27]. Due to the important applica-
tion of interval value data, scholars have conducted a lot 
of researched on cluster analysis on interval-valued data 
cluster analysis. For the objects described by interval data, 
a partition clustering method based on dynamic clustering 
and L2 distance (Euclidean distance) is introduced [28]. 
A fuzzy clustering algorithm based on Mahalanobis distance 
was proposed for partitioning symbolic interval data [29]. 
A partitioning fuzzy K-means clustering model for interval- 
valued data was presented with suitable adaptive quadratic 
distance. In addition, additional interpretation tools, which 
were suitable for these fuzzy clustering models were put for-
ward for individual fuzzy clusters of interval-valued data, 
[30]. In order to compare symbolic interval data, research-
ers also introduced dynamic cluster methods for partition-
ing symbolic interval data based on city-block distance 
and Hausdorff distance [31]. Wasserstein-based distance 
generalized a wide set of distances for interval data based 
on different approaches or in different contexts of analy-
sis when used to clustering techniques for interval-valued 
data [32]. Fuzzy clustering method and kernel function were 

integrated into a clustering algorithm for interval numbers 
so as to handle the problem in the existing similar cluster-
ing algorithms for multi-pattern prototypes and asymmetric 
data structure [33]. Aiming at the problem of multi- attribute 
clustering analysis with uncertain interval numbers, a 
clustering algorithm with numerical data as the clustering 
center was proposed [34]. Li et al. [35] defined the general 
distributed interval data and gave the hierarchical cluster 
method based on Euclidean–Hausdorff distance.

Until now, a few researchers have been interested in 
multivariate statistics of interval water quality data. This 
method can deal with high dimensional data. Because water 
quality data always contain many sites and indicators for 
a long period, this method may have a positive effect on 
water quality assessment [36].

Huaihe River is one of three major rivers in China 
with a large population and rapid economic development. 
The Huaihe River, featured by surface water, is located in the 
south part of China. The source of the Huaihe River comes 
from the north of Tongbai Mountain in Henan Province, 
China. The basin contains five provinces, Hubei, Henan, 
Anhui, Shandong, and Jiangsu Provinces. The total popula-
tion is 165 million and the total area is 270 thousand square 
meters in the basin. This river provides water for such a 
large area, so its water quality should be given much more 
attention. The data given in the paper are obtained from 
the Ministry of Ecology and Environment of the People’s 
Republic of China.

The structure of this paper is as follows. The second part 
introduces the interval-valued data cluster analysis methods 
and research objects. The third part is about the use of these 
methods on water quality evaluation in Huaihe River, China.

2. Methods and theories

2.1. Interval-valued data

Interval-valued data always means that the values of 
samples are not determined by numerical values. Instead, 
these values may contain a particular range of data on the 
set of real numbers. Interval-valued data could be expressed 
as x t x t x x x x x= ≤ ≤ ∈ ≤{ }| , , , . Where x and x  are the 
lower and upper bounds of the interval data respectively. 
When x x= , the interval data become numeric ones. In 
addition, interval-valued data could also be expressed in 
the other two forms. The first one is the ordered array that 
contains both lower bound and upper bound, x x x= [ , ]. The 
second form is an array containing the center and radius 
of the interval- valued data, x = (xc, xr). x x xc = +( )1

2
 is the 

center of the interval and x x xr = −( )1
2

 means the radius.
For n-dimensional vector X = (x1,x2,…,xn)′, if all ele-

ments of the vector are interval-valued data, that is 
x x x i ni i i= ≤  ≤ ≤( )1 , then X is an n-dimensional interval- 
valued vector. For n × P-dimensional matrix Xn×p = (xij)n×p, if all ele-
ments are interval-valued data, x x x i n j pij ij ij=   ≤ ≤ ≤ ≤( ), ,1 1 ,  
then Xn×p is expressed as an n × p-dimensional interval- 
valued data matrix. The multivariate statistical analysis for 
water quality data is an interval-valued data table contain-
ing samples and variables. This table is an n × p-dimensional 
interval-valued matrix.
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 (1)

In each line in the matrix, ei (1 ≤ i ≤ n), refers to an 
interval sample and each column, Xj (1 ≤ j ≤ p), is an inter-
val variable. Interval sample ei is expressed by p interval 
variables and interval variable Xj contains n independent 
observations. Each observation is an interval data.

2.2. Hierarchical clustering analysis

Hierarchical cluster analysis is a cluster analysis method 
that attempts to establish clustering levels. There are two 
types of strategies to conduct CA, agglomerative and 
divisive. The agglomerative strategy was adopted. In this 
method, each observation starts in its own cluster, and when 
moving up the hierarchy, the cluster pairs merge into one 
cluster pair. The two clusters with the smallest distance 
are merged into one cluster at a time. When all samples 
are merged into the same cluster, the calculation will end. 
When performing hierarchical cluster analysis for inter-
val-valued data, traditional method should be improved. 
The procedures for interval-valued data CA are as follows.

First, the data should be standardized. For a specific 
interval variable Xj, the standardization of its sample 
observation value Xkj = [akj, bkj](k = 1,…,n) follows that of 
traditional point data. Set Ukj as the standardized variable 
of Xkj, then:
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where Xj  is the mean of interval variable Xj, Sj is 
the standard deviation of interval variable Xj, the 
calculation of Xj  and Sj are as follows:

X xf x dx
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where μkj is the mean of general distribution inter-
val variable Xkj. As it is difficult to obtain μkj, it always 
uses the sample mean Xkj as the estimator of μkj. σkj

2 is the 
variance of general distribution interval variable Xkj. 
The sample variance S2

kj is always used as estimator for σkj
2.

Secondly, it is to calculate the distances between every 
two samples and obtain the distance matrix D(0). Hausdorff 
distance is used and the Hausdorff distance of two interval 
numbers is calculated as: H A B c A c B r A r B( , ) ( ) ( ) ( ) ( )= − + − , 

c X m n( ) = +
2

, and r X
n m( ) = −
2

 are the center and radius of 

interval number X = [m,n], respectively.

For interval variables, let X = (x1,x2,…,xp)T = ([a1,b1],  
[a2,b2],…,[ap,bp])T and Y = (y1,y2,…,yp)T = ([c1,d1],[c2,d2],…, 
[cp,dp])T.

where X and Y are both interval vectors that con-
tain p variables. The Euclidean–Hausdorff distance in 
n-dimensional real space is extended into two interval 
variables:

d X Y c x c y r x r yH i i i i
i

p

, ( ) ( )( ) = − + ( ) − ( )( )
=
∑

2

1
 (5)

The distance between two compact sets in ℜp space 
is always expressed as Euclidean–Hausdorff distance. 
When two interval vectors are merged as one cluster, the 
new cluster, also an interval vector, is still a compact set, 
so the distance between two clusters can be expressed by 
Euclidean–Hausdorff distance.

Thirdly, set s as the number of iterations, k as the num-
ber of clusters, s = 1 and k = n. Each sample is a cluster, the 
i-th cluster is Gi{xi}(i = 1,…,n). The distances between two 
clusters refer to the distances between two samples.

Fourthly, according to the distance matrix D(s), two 
clusters with the minimum distance are merged. For two 
interval vectors clusters X and Y, the new merged cluster 
Z can also be expressed by interval vector:

Z z z z
a c b d a c b

p
T=

=

( , , , )
([min( , ),max( , )],[min( , ),max(

1 2

1 1 1 1 2 2



22 2, )],
,[min( , ),max( , )])

d
a c b dp p p p

T


 (6)

Let k = n–s, if k > 1, move to step five, otherwise, to 
step six.

Fifthly, continuing the next calculation. Let s = s + 1 and 
calculate the distance between new cluster and the others. 
According to the distance matrix D(s), turn to step four.

Sixthly, k = 1 and all the clusters are merged as one, 
the calculation ends.

2.3. Corrected rand index

In order to determine the number of needed clusters, the 
corrected rand index (CRI) was studied. Given an n object 
set S = {O1,…,On}, suppose U = {u1,…,uR}, and V = {v1,…,vC} 
represent two different partitions of S, that is, the entries in 

U and V are subsets of S; u S u u u v vi
i

R

j i i j j
j

C

=
′ ′

=

= = =
1 1
∪ ∩∩∪ ;  for 

1 ≤ i ≠ i′ ≤ R and 1 ≤ j ≠ j′ ≤ C. Take nij to denote the number 
of objects that are common to classes ui and vj, the informa-
tion that overlaps between the two partitions U and V can 
be expressed in the form of contingency tables (using stan-
dard “dot” notation for row and column sums) with ni and 
nj referring respectively to the number of objects in classes 
ui (row i) and vj (column j), as shown in Table 1. A binomial 

coefficient m
2








 is defined as 0 when m = 0 or 1. The CRI can 

be expressed:
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where nij refers to the same samples in cluster ui and clus-
ter vj, ni means the number of samples in cluster ui and nj 
is the number of samples in clusters vj.

3. Results and discussions

According to the method described above, research-
ers analyzed based on the interval-valued data cluster 
method for Huaihe River. There were 26 monitoring points. 

The monitoring points were chosen from the source of 
the river to the estuary. The data were obtained weekly in 
2012. As there was no record in the 16th week, there were 
data for 51 weeks in total. Four indicators were recorded, 
including pH, NH3–N, DO, and CODMn. DO means a prof-
itable index. The higher the concentration of DO is, the 
better the water quality will be. NH3–N and CODMn are 
cost indicators. The average value of NH3–N and CODMn 
is negatively correlated with that of DO. The lower the 
concentration is, the better the water quality will be. pH 
is an indicator which is used for the acidity and alkaline. 

Due to the large data matrix, it is difficult to solve this 
problem using traditional multivariate statistical meth-
ods, so dimensional reduction is required. The interval- 
valued data technology actually was adopted to simplify 
the data. Finally, the 1,326 × 4 water quality data matrix 
were changed into a 26 × 4 matrix. Each element of the 
simplified matrix contained 51 data and they were within 
a specific interval. Table 2 shows the interval-valued data 
of the sampling sites. The 26 × 4 water quality data matrix 
was studied. This matrix contains all the information 
reflecting the pollution degree of the river.

The results of CA for these samples have been shown 
in Fig. 1. From Fig. 1, we can find that the samples in the 
same cluster have no rules.

The 26 monitoring sites could be classified into sev-
eral clusters according to the distance. For example, at 
the distance of 0.56 < D < 0.75, there are five clusters and 
when the distance is 0.75 < D < 1.02, there are four clusters. 
For different distances, the numbers of clusters are different.

Table 1
Notation for comparing two partitions

Partition V

Partition U

Class v1 v2 ⋯ vC Sums
u1 n11 n12 ⋯ n1C n1

u2 n21 n22 n2C n2

⋮ ⋮ ⋮ ⋮ ⋮
uR nR1 nR2 ⋯ nRC nR

Sums n1 n2 ⋯ nC n = n

Fig. 1. Distance between the two smallest clusters for each calculation.
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Therefore, researchers calculate the CRI from three 
clusters to seven clusters. The results are shown in Table 3. 
As the CRI between 5 and 6 clusters is bigger than oth-
ers and CRI between 6 and 7 clusters is bigger than that 
between 4 and 5 clusters, it is proper to classify the sam-
ples into six clusters. The six clusters are shown below. 
Cluster 1 has eight samples, from site 1, 2, 3, 7, 8, 14, 21, 
and 24. Cluster 2 has four samples from site 4, 5, 9, and 
10. Cluster 3 only contains that from site 13. Cluster 4 has 
three samples from site 11, 17, and 25. Cluster 5 contains 
eight samples, each from site 6, 12, 15, 18, 20, 22, 23, and 26. 
Site 16 and 19 are in cluster 6.

Table 4 shows the mean of interval-valued data for each 
cluster and Table 5 shows the radius of each cluster for the 
four indicators. These tables reflect the range of variation 
for six clusters. The indicator pH ranges around 8, so the 
water is alkalinity. For cluster 1, the concentration of DO, 
CODMn, and NH3–N are not very dramatic. The samples in 
this cluster are less violent than in other clusters. The con-
centrations of CODMn and NH3–N are also a little lower than 
those in other clusters. The concentration of DO is no dif-
ferent from other star clusters. This illustrates that samples 
in this cluster are less polluted and the water quality does 
not fluctuate a lot. For cluster 2 and 4, the pollution level 

of all indicators ranks in the middle level. Additionally, 
comparing with cluster 2, 4 is relatively stable. However, 
the concentration of DO is slightly higher than that in 
the cluster 4, while concentrations of CODMn and NH3–N 
are lower than in cluster 2. Compared with cluster 4, the 
pollution in cluster 2 is proven to be lighter. In cluster 3, 
the concentration of DO is high and the concentrations of 
CODMn and NH3–N are relatively low, so samples in this 
cluster incline to recovery in a much stronger manner. 
For cluster 5 and 6, the concentration of DO is also high, 
but the concentrations of CODMn and NH3–N are much 
higher than those in other clusters. For these two clusters, 
the supply of DO cannot satisfy the demand, so the pollu-
tion of these samples is more serious. The last three indica-
tors in cluster 6 fluctuate violently and no cluster has the 
maximum radius for all the four indicators. Water quality 
of the samples in these clusters is more likely to change 
along with the changing environment.

Since researchers cannot monitor the water quality 
data ourselves, the data quality is not very good. Due to 
the shortage of big enough data, there are also some lim-
itations on the use of data. All these shortcomings can be 
overcome by further research. More data can be obtained 
by the government or other organizations.

Table 2
Interval-valued data of sampling sites

Sample 
sites

pH DO CODMn NH3–N

1 [6.53,8.10] [5.18,11.50] [3.00,3.30] [0.10,0.63]
2 [7.26,8.17] [4.88,12.10] [3.00,6.20] [0.18,0.94]
3 [7.44,8.79] [5,11.7.00] [2.10,5.10] [0.10,0.93]
4 [7.04,8.69] [3.63,12.70] [2.70,4.10] [0.07,0.89]
5 [7.42,8.51] [4.71,11.90] [2.50,4.50] [0.06,1.06]
6 [6.97,8.50] [4.99,14.20] [2.10,6.20] [0.29,1.26]
7 [6.57,8.67] [4.17,12.70] [4.10,8.00] [0.17,1.40]
8 [7.24,8.21] [6.36,12.40] [1.70,3.30] [0.13,0.74]
9 [7.25,8.56] [2.94,13.00] [2.20,14.30] [0.22,2.42]
10 [7.37,8.80] [0.74,13.40] [2.80,7.10] [0.12,2.32]
11 [7.36,8.90] [2.29,12.40] [3.90,12.30] [0.10,2.41]
12 [7.70,9.21] [0.94,11.60] [5.80,22.40] [0.19,14.70]
13 [7.70,8.93] [5.85,11.20] [3.50,7.40] [0.09,1.97]
14 [6.48,8.50] [3.25,17.00] [3.70,10.80] [0.08,0.72]
15 [7.62,8.97] [0.79,9.50] [7.10,19.70] [0.21,20.40]
16 [7.52,8.85] [3.83,17.90] [2.10,11.30] [0.04,1.17]
17 [7.57,9.16] [0.13,21.20] [3.90,6.80] [0.02,0.47]
18 [7.49,8.70] [3.05,12.60] [2.40,9.80] [0.04,0.62]
19 [6.97,8.45] [3.14,12.10] [4.60,110.80] [0.26,5.07]
20 [6.94,8.06] [5.15,10.80] [3.30,5.80] [0.09,0.94]
21 [7.12,8.77] [5.07,8.91] [2.70,5.20] [0.26,0.62]
22 [7.23,8.68] [2.94,17.60] [3.40,30.50] [0.09,1.82]
23 [7.28,8.53] [5.12,16.40] [2.30,6.50] [0.13,1.19]
24 [7.19,8.60] [3.4,15.90] [3.50,13.20] [0.12,2.63]
25 [6.16,8.78] [3.43,15.30] [2.60,9.00] [0.07,1.72]
26 [6.71,8.89] [5.58,17.10] [2.30,8.60] [0.11,2.10]

Table 3
CRI from four to seven clusters

CRI 4 clusters 5 clusters 6 clusters 7 clusters

3 clusters 0.3473
4 clusters 0.7989
5 clusters 0.8505
6 clusters 0.8442

Table 4
Mean of interval-valued data for each cluster

pH DO CODMn NH3–N

1 [6.98,8.48] [4.66,12.78] [2.98,6.89] [0.14,1.08]
2 [7.27,8.64] [3.01,12.75] [2.55,7.50] [0.12,1.67]
3 [7.03,8.95] [1.57,16.30] [3.47,9.37] [0.06,1.53]
4 [7.70,8.93] [5.85,11.20] [3.50,7.40] [0.09,1.97]
5 [7.24,8.69] [3.57,13.73] [3.59,13.69] [0.14,5.38]
6 [7.25,8.65] [3.49,15.00] [3.35,61.05] [0.15,3.12]

Table 5
Radius of each cluster

pH DO CODMn NH3–N

1 1.50 8.11 3.91 0.93
2 1.37 9.75 4.95 1.56
3 1.92 14.73 5.90 1.47
4 1.23 5.35 3.90 1.88
5 1.45 10.16 10.10 5.24
6 1.41 11.52 57.70 2.97
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This method is different from the traditional water 
quality methods, so it is difficult to make a comparison. 
In the further study, it is recommended to evaluate the 
results from this method.

4. Conclusion

Based on the traditional data analysis method, interval- 
value data analysis is introduced to reduce the dimen-
sion of the water quality data and reduce the losses of 
information. The standardization is similar as that of point 
data. Then, interval data cluster analysis is used to assess 
water quality in Huaihe River. Euclidean–Hausdorff dis-
tance is employed to classify the samples into several clus-
ters. In order to determine how many clusters there should 
be, CRI is employed. CRI is an indicator to measure the 
difference between two clusters. At the end, 26 sampling 
sites are classified into six clusters. Indicator concentrations 
of sampling sites in the same cluster fluctuate in a similar 
manner and the pollution of them has little difference.

This is just initial research for interval-valued data to 
assess water quality. The results show that this method is 
useful for water quality clustering. When the data are very 
big, the advantages of this method will be more obvious.

However, without comparison, it is difficult to find 
out whether this method is applicable or not. In the future, 
the research aims to employ other similar methods to 
check out the effect of the method. Also, in each element 
of interval data, data are collected from only 51 points. 
If more samples can be collected, the effect of interval data 
analysis will be more significant.
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