Underwater remotely operated vehicle control system with optimized PID based on improved particle swarm optimization
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**Abstract**

On account of the exponential development of control theory and artificial intelligence technology in recent years, more and more control theory is applied to the control of robots, but PID control method due to the simple structure and good stability still has research value, the core and the difficulty is the optimization of PID parameters. In order to solve the underwater remotely operated vehicle (ROV) with high nonlinearity and strong coupling characteristics, it can adjust its attitude in time to ensure its control performance in the face of the disturbance of the external complex environment. By improving the particle swarm inertia weights, the particle swarm optimization (PSO) algorithm reduces the situation of falling into the local optimal solution and applies it to the PID adaptive parameterization. Comparing the improved PSO-PID with the traditional PID simulation, it is concluded that the improved PSO-PID control has certain improvement on the control performance of the ROV, which has certain feasibility.
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**1. Introduction**

As modern control theory has developed by leaps and bounds over the past two decades, the application of underwater robots in rivers, lakes, oceans and other underwater operations is becoming more and more widespread, in which the remotely operated vehicle (ROV), because of its small size, high flexibility, and ability to transmit data in real time, since its inception in the 1950s, ROV has been widely used in a variety of underwater operations where human safety cannot be ensured. For example, nowadays, because the over-reliance on fossil fuels has caused environmental pollution and may contribute to a global energy crisis in the next few years, we have to focus on the construction of clean energy at sea [1], but in the face of the complex marine environment, in order to ensure the safety of the staff, have to be in the use of ROVs to conduct environmental exploration and equipment maintenance. In the face of such a complex natural environment and the nonlinear and time-varying characteristics of ROVs to conduct environmental exploration and equipment maintenance. In the face of such a complex natural environment and the nonlinear and time-varying characteristics of ROV underwater motion, and at the same time to improve the operational efficiency of ROV, which puts forward higher requirements for the control algorithm of ROV. A large number of research scholars at home and abroad have studied the control of...
ROV. Literature [2] proposes a fuzzy PID-based control and achieves good simulation results, and literature [3] is based on genetic algorithm to optimize the PID control parameters, through the essence of the genetic algorithm “survival of the fittest” to optimize the PID parameters, and achieves excellent simulation results. There are also many controls based on the traditional PID, because of its simple structure, good stability, robustness, and there is a mature Z-N method in parameter optimization, but many still rely on the engineering experience of the experts, and often after many times of adjusting the parameters may not necessarily achieve the best parameters, and is prone to overshoot or collapse, which has a great impact on the stability of the ROV control system. This has a great impact on the stability of ROV control. In this paper, from improving the stability of ROV control system, the deviation of heading motion and lateral motion of ROV are taken as two optimization objectives. Firstly, the motion transfer function is calculated and the transfer function PID control of ROV is designed, and then the improved PSO algorithm is applied to the PID to design the ROV control system, and the control effect of the two is compared through MATLAB/Simulink simulation, and it is concluded that the latter has better performance indexes and achieves a good control effect.

2. Kinematic model of the ROV

Determination of the ROV’s motion pattern underwater requires analysis of the ROV’s movement attitude and its spatial position. Therefore, from a mathematical modeling perspective, two coordinate systems need to be established. The former is earth-fixed frame and the latter is body-fixed frame, as shown in Fig. 1, which make up a 3D space coordinate system to calculate the nonlinear dynamics of the ROV in the next section [4].

The earth-fixed coordinate system $E$ - $XYZ$ (fixed system) is the reference system for the spatial motion of the ROV. The origin $E$ is a point in the world, the $EX$-axis is in the horizontal plane and indicates the forward or backward direction of the ROV motion; the $EY$-axis is perpendicular to the $EX$-axis in the horizontal plane, representing the left and right translation of the ROV. The last $EZ$-axis which determines the up and down movement of the ROV is perpendicular to both $EX$ and $EY$ in space. The $E$ - $XYZ$ coordinate system constitutes a right-handed coordinate system.

The body-fixed coordinate system $B$ - $xyz$ (kinematic system) is fixed to the vehicle itself and moves with it. In general, the origin B is taken on the ROV’s center of gravity. The horizontal $Bx$-axis is parallel to the side panels and points to the front end of the body, then the $By$-axis, perpendicular to the side plate and points to the right side of the cabin. In the end, the $Bz$-axis points towards the bottom of the robot. The $B - xyz$ coordinate system also constitutes a right-handed coordinate system.

During the motion of the ROV in space, the three positions $x$, $y$, and $z$ in the earth-fixed coordinate system, as well as the three attitude angles $\phi$, $\theta$, $\psi$ with the motion of the ROV. Therefore, the establishment of the ROV motion equation in an earth-fixed coordinate system is clearly essential. To derive the equation of motion for an ROV in such a coordinate system, the motion parameters of ROV in the body fixed coordinate system must be converted to the earth-fixed coordinate system [5]. Additionally, since an ROV’s movement in water involves six degrees of freedom (three linear velocities $u$, $v$, $w$ and three angular velocities $p$, $q$, $r$), these variables need to be introduced for solving the equation of motion, as shown in Table 1.

The conversion from the earth-fixed coordinate system of the ROV to its body-fixed coordinate system, as mentioned earlier, can be mathematically expressed as follows:

$$
\begin{bmatrix}
x \\
y \\
z \\
\phi \\
\theta \\
\psi 
\end{bmatrix} =
\begin{bmatrix}
x \\
y \\
z \\
p \\
q \\
r 
\end{bmatrix} = T \cdot \begin{bmatrix}
\phi \\
\theta \\
\psi
\end{bmatrix}
$$

where $T$ is formed as:

$$
T = 
\begin{bmatrix}
T_1 & 0^{6x3} \\
0^{3x3} & T_2
\end{bmatrix}
$$

In general, the ROV is modeled with strongly coupled nonlinearities, and in order to reduce the experimental and computational complexity, the motion of the ROV is decomposed into two relatively decoupled sub-motions, the horizontal plane motion and the vertical plane motion.
Furthermore, when discussing horizontal movement, it is essential to consider changes in the ROV’s orientation and propulsion direction while disregarding any vertical shifts in center of gravity under preset conditions. When addressing vertical movement, only alterations in depth and pitch angle should be taken into account without considering forces along the horizontal axis.

3. Dynamic model of the ROV

The movement of underwater robots in water is incredibly intricate, thus necessitating a comprehensive study of the kinematic laws governing the ROV to establish a dependable theoretical foundation for ensuring the reliable and steady operation of the whole system. Since the ROV does not need to be particularly fast in engineering operations, the role of the Kohl’s force can be ignored; the ROV studied in this paper mainly has the motion of forward and backward, upward and downward, transverse roll and pitch [6], in order to facilitate the computational simulation, so its motion can be decomposed into a simple single-degree-of-freedom motion, so as to simplify the mathematical model, and in the idealization of ignoring the absence of interactions between the individual degrees of freedom the role of; based on the above force analysis, the coordinate system origin O is taken at the center of gravity of the ROV [7], as shown in Fig. 2, and thus the dynamics model is further simplified as:

\[ M\ddot{v} + D(v)\dot{v} + g(\eta) + F_z = \tau \]  

(5)

3.1. ROV attitude control system transfer function

Based on the equations of motion in the literature, it is known that the ROV motion system [8] is characterized by strong coupling, and the control of the ROV is mainly based on the control of the thruster, which is a typical nonlinear system, which causes a series of problems in the study of ROV motion. Therefore, deriving a reliable transfer function is crucial for the system stability performance and improving the reliability of practical experiments.

3.1.1. Propulsion system transfer function

In motion control studies, the ROV thruster motor [9] can be simplified as an inertial link with a transfer function of:

\[ G_{k_M} = \frac{K_M}{1 + T_M} \]  

(6)

where \( K_M \) is the transfer coefficient of the motor and \( T_M \) is the motor mechanical time constant [10]. For the convenience of subsequent modeling and simulation, in dealing with the nonlinear propulsion is to linearize the propulsion is treated with the expression:

\[ T = Cn \]  

(7)

\[ C = 2K_pD\eta \]  

(8)

where \( K_p \) is the coefficient of the thruster; \( n \) is the motor speed. From this, the thruster transfer function is derived as:

\[ G_{p_M} = C \]  

(9)

Through actual measurements and calculations, as well as reading the relevant literature, the system transfer function can be introduced as:

\[ G_{0M} = \frac{0.5}{(1+1.8S)} \]  

(10)

3.1.2. Motion system transfer function

(1) Heading motion model: When the ROV only changes course, that is, completes the fixed-point steering motion in the horizontal plane [11], and the position of the center of gravity does not change, at this time, its equation of motion is as follows:

\[ (I_x - N_x)\dot{r} = N_xr + N_p \]  

(11)

After Laplace transformation, the transfer function can be obtained:

\[ G_{\theta(\tau)} = \frac{1}{(I_x - N_x)s^2 - N_x} \]  

(12)

(2) Lateral motion model: When the ROV does lateral motion, transverse and longitudinal motion is not involved, and its center of gravity position does not change. In this case, the motion equation is as follows:

\[ (I_z - N_z)x = N_x \]  

After measurements and Solidworks modeling calculations [12] the relevant data of the ROV are shown in Table 2. The open-loop transfer function of the ROV system [13] can be obtained by combining the motion transfer
function of the ROV with the motor transfer function, where the heading motion transfer function is:

\[ G_{\psi_{	ext{c}}} = G_{\psi_{	ext{m}}} = \frac{0.5}{1.54s^3 + 3.59s^2 + 1.52s} \]  

(14)

The lateral motion transfer function is:

\[ G_{\psi_{	ext{c}}} = G_{\psi_{	ext{m}}} = \frac{0.5}{5.26s^3 + 4s^2 + 0.6s} \]  

(15)

4. Improvement of PSO-PID control

4.1. Conventional PID control

The three links of proportional (P), integral (I) and derivative (D) are connected to form a proportional integral differential controller, referred to as PID controller [14], and its working principle is shown in Fig. 3.

From Fig. 3:

\[ e(t) = r(t) - y(t) \]  

(16)

Thus, the relationship between \( e(t) \) and \( u(t) \) is obtained:

\[ u(t) = K_p e(t) + K_i \int_0^t e(\tau)d\tau + K_d \frac{de(t)}{dt} \]  

(17)

where \( K_p \), \( K_i \) and \( K_d \) correspond to the coefficients of the above three control links, respectively. The selection and adjustment of these three coefficients are crucial for the safety and stability performance of the whole system. However, they are often adjusted by expert engineering experience, which is often time-consuming and labor-intensive, so in the following section, a PID based on improved PSO with adaptive performance is introduced.

4.2. Improvement of PSO algorithm

The PSO algorithm represents an evolutionary computing technology, belongs to the adaptive optimization algorithm of population search, proposed by Dr. Eberhart and Dr. Kennedy in 1995. The algorithm is derived from the study of foraging behavior in bird flocks, and has rapidly evolved into a famous evolutionary algorithm over the past few decades. This algorithm is similar to genetic algorithm (GA) than and, starting from a random solution, search for the optimal solution through iteration; finally, through the PSO algorithm is similar to genetic algorithm [15], it begins with random number and finds the optimal result after iteration; in the end of calculation, it determines whether the data is acceptable by fitness. Compared to GA, the former reduces the need for crossover and mutation operations while tracking the optimal solution at present time in order to search for global optima [16]. PSO algorithm, which is easy to grasp, has high accuracy and fast convergence, so it is extensively applied to the control system, and its workflow as shown in Fig. 4.

Table 1

<table>
<thead>
<tr>
<th>Vector</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear velocity</td>
<td>u</td>
<td>v</td>
<td>w</td>
</tr>
<tr>
<td>Angular velocity</td>
<td>p</td>
<td>q</td>
<td>r</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>Remotely operated vehicle-related raw data</th>
</tr>
</thead>
<tbody>
<tr>
<td>m (kg)</td>
</tr>
<tr>
<td>L (m)</td>
</tr>
<tr>
<td>I_x</td>
</tr>
<tr>
<td>I_z</td>
</tr>
<tr>
<td>K_p</td>
</tr>
<tr>
<td>K_i</td>
</tr>
<tr>
<td>N_r</td>
</tr>
<tr>
<td>N_z</td>
</tr>
</tbody>
</table>

Fig. 3. Block diagram of conventional PID.
The whole process of particle swarm optimization search is to initialize the information of the initial particles in the particle swarm, after that carry out the iterative process of the whole algorithm, in which the adaptation degree of particles during each iteration is calculated, and according to the adaptation degree, the particles carry out the updating of the velocity and position information until the end of the iteration. At the end of the iteration, the globally optimal particle is obtained, and the parameter combination of the controller also reaches the optimum under the preset conditions, so as to improve the control ability of the controller.

From the references and related materials, the inertia weight, denoted by $\omega$, represents the ability of particle's capacity to retain its previous velocity, the larger $\omega$ is, the fewer iterations can reduce the number of iterations, which is favorable to detach the local minimum and facilitates the global search, as well as the smaller $\omega$ is beneficial to the accurate local search of the current search area, which makes the algorithm converge, but $\omega$ is too large and easy to cause the phenomenon of convergence and oscillation of the optimal solution too soon [17], so the inertia weight has a great influence on the optimization process of the algorithm. $\omega$ exerts a significant impact on the optimization process of the algorithm, so in this paper, we introduce the liner decreasing inertia weight (LDIW), which was firstly proposed by Wang et al. [18], that is:

$$\omega = \omega_{\text{start}} \left( \frac{\omega_{\text{start}} - \omega_{\text{end}}}{T_{\text{max}}} \right) T_k$$

where the $\omega_{\text{start}}$ is the initial inertia weight, at the maximum number of iterations, $\omega_{\text{end}}$ represents the inertia weight, $k$ is the current number of iterations, $T_{\text{max}}$ is the maximum number of iterations, through the literature, it can be obtained that $\omega_{\text{start}}$ takes 0.9, $\omega_{\text{end}}$ takes 0.4 when the best results.

By utilizing the optimization features of the PSO algorithm, the three parameters of the PID controller are adjusted, and the dimension of the PSO algorithm is set to 3, and the decomposition amount of each particle's position information in these 3 dimensions corresponds to a set of PID parameter values [19]. The block diagram of the system is shown in Fig. 5.

The particle dimension in the experiment is set to 3, that is, $K_p$, $K_i$, $K_d$. In order to avoid the blind search of particles in the algorithm, the upper and lower limits of the position and step size are usually set according to the specific dare of the control volume in the last century $[-X_{\text{max}}, X_{\text{max}}]$. 

---

Fig. 4. Flowchart of the PSO algorithm.

Fig. 5. Improvement of PSO-PID system control principal block diagram.
\[-V_{\text{max}}, V_{\text{max}}\] in which the updating formulas of the particle position and step size are:

\[
v_{id}^{k+1} = v_{id}^{k} + c_1 \times r_1 \times (p_{id} - x_{id}^{k}) + c_2 \times r_2 \times (p_{id} - x_{id}^{k})
\]

(19)

\[
x_{id}^{k+1} = x_{id}^{k} + v_{id}^{k+1}
\]

(20)

where \(v_{id}^{k+1}\) represents the velocity information of the \(i\)-th particle on the \(d\) dimension in the \(k+1\) iteration, \(x_{id}^{k+1}\) represents the position information of the \(i\)-th particle on the \(d\) dimension in the \(k+1\) iteration, \(c_1\) is the local learning factor and \(c_2\) the global learning factor, is usually set to 2 and \(\omega\) is the inertia weight.

In evaluating the merits and disadvantages of the desired values, the fitness function is introduced. So far, the most comprehensive and reasonable fitness value function is ITEA method [20], namely:

\[
J = \int [f(t)]dt
\]

(21)

The improved PSO-PID control flow is shown in Fig. 6.

5. Simulation results

The parameter values of the improved PSO algorithm are set as follows: the population size is set to 100, the learning factors \(C_1\) and \(C_2\) are taken as 2, the dimension is taken as 3 because the control of the three parameters P, I and D is targeted, the number of iterations is 50 and the minimum adaptation value is 0.01.

According to the above to establish the ROV system model, Simulink in MATLAB is used to complete the system construction, and the improved PSO algorithm is written into the PID control to debug and then simulated. Compare the improved PSO-PID and traditional PID, analyze the

Fig. 6. Improved PSO-PID control flowchart.

Fig. 7. Heading and lateral motion simulation curve.
advantages and shortcomings of each system, and continue to optimize. The ideal output signals are set to 1 and sampled for 50 s, and the heading motion and lateral motion samples are shown in Fig. 7.

The number of iterations of the heading motion with PID parameters are shown in Figs. 8 and 9.

The number of iterations of lateral motion with PID parameters are shown in Figs. 10 and 11.

The simulation of the traditional PID control for heading motion and lateral motion is shown in Figs. 12 and 13, compared with which the improved PSO-PID control has better stability performance for the whole motion system, although it is slightly slower than the traditional PID in terms of the response speed, but it does not have the obvious overshooting phenomenon of the traditional PID.

6. Conclusion

This paper takes the attitude control of ROV as the core, improves the inertia weight which is generally set to be fixed in PSO algorithm to liner decreasing inertia weight, takes the improvement of PSO algorithm in PID parameter control of motion as the design purpose, and utilizes MATLAB to carry out the simulation, and tests the control performances of the heading motion and the lateral motion,
respectively. The experimental data show that the improved PSO algorithm effectively improves PID parameter tuning process with high accuracy, which can effectively improve the control efficiency without the overshooting phenomenon of the traditional PID, which verifies the effectiveness and superiority of the algorithm applied in the ROV motion control. Further research work is for the faster response speed and higher stability performance of the system, as well as the combination with other optimization algorithms (such as ant colony algorithm [21], neural network algorithm [16], etc.) to achieve a better motion control effect, and a comparative analysis.
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