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ABSTRACT

This paper presents the use of artificial neural network (ANN) to develop a model for pre-
dicting rejection rate (R,) of single salt (NaCl) by nanofiltration based on experimental data-
sets. The rejection rates of NaCl were obtained when operating conditions, such as feed pres-
sure (AP) and cross flow velocity (V), varied along with different physicochemical properties
of feed water like salt and dye concentrations, and pH. In the modeling work, sensitivity
analyses were performed to identify relative impact of each parameter and to find the best
combination of input parameters in the ANN model. The optimal network architecture was
developed through trial and error approach. Model predictions in each trial were compared
with experimental results based on statistical evaluation such as root mean square error,
mean absolute error, and coefficient of determination (R?). Optimal network architecture was
determined as one hidden layer with 25 neurons using Levenberg-Marquardt (trainlm) back-
propagation algorithm. In this architecture, tangent sigmoid (tansig) in hidden layer and lin-
ear (purelin) in output layer was also used as transfer functions. The results showed that the
developed ANN model predictions and experimental data matched well and the model can
be employed successfully for the prediction of the R,
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1. Introduction particular, they are used commonly for water reclama-
tion, recycle, and conservation, as well as wastewater
treatment and environmental pollution control [1].
Among these systems, NF membranes have pore
sizes of around nanometer that can remove most natu-
ral and synthetic organic compounds as well as multi-
valent ions from water and wastewater. For instance,
high molecular weight compounds (>1,000g/mol),
polar molecules, and polyvalent ions are captured
through NF at low operating pressures. Low molecu-
lar weight compounds (200-1,000 g/mol) and monova-
lent ions can be filtered out under relatively high

Membrane filtration processes can be used effec-
tively to separate suspended and/or dissolved sub-
stances from a liquid. They are categorized based on
membrane properties, such as pore size range, molec-
ular weight cut-off range, and operating pressure.
Based on these properties, microfiltration (MF),
ultrafiltration (UF), nanofiltration (NF), and reverse
osmosis (RO) are among the membrane technologies
employed in various industrial applications. In
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operating pressures [2—4]. Accordingly, a large group
of substances can be removed by NF to produce high
quality water flux [5]. In parallel, NF presents several
advantages over other membrane technologies such as
operation at relatively high temperature ranges, heat
recovery, and relatively low energy consumption [5,6].
Subsequently, NF membranes are commonly used for
specific industrial applications. For instance, potable
water is produced by the use of NF together with RO
and other processes (MF and multi-effect distillation)
in an integrated treatment system. NF is also used to
remove organic compounds, such as dyes and color-
ing agents, from industrial wastewaters [7-9].
Development of membrane processes for industrial
applications has been accomplished with numerous
laboratory-scale experiments that are supported with
mathematical modeling of those systems. These stud-
ies identified key parameters for design, operation,
and optimization of membrane processes [5,10].
For instance, Spiegler and Kedem [11] proposed that
the rejection rate of an electrolyte by a membrane
depends on salt permeability (Ps) of the membrane
and the reflection coefficient (o). Perry and Linder [12]
suggested that the Spiegler-Kedem model considered
only salt rejection; therefore, they modified this model
to include filtration of salt in the presence of an
organic ion. In this regard, they included the number
of charges of an organic ion and its concentration in
feed water into the Spiegler-Kedem model. Levenstein
et al. [13] improved the Perry-Linder model to
account for concentration polarization of binary salts.
They showed that salt removal by NF membranes can
be improved significantly by addition of a polyelectro-
lyte to water containing salt and organic dye. Simi-
larly, Xu and Spencer [14] considered concentration
polarization of a dye with high molecular weight.
They defined two parameters to describe concentra-
tion polarization of a dye at membrane—feed interface.
Dye concentrations in the bulk phase (Cp) and at the
membrane—feed interface (Cp(m)) were the new
parameters that allowed model predictions to fit
experimental results accurately. Koyuncu and Topacik
[2] further improved the existing models by addition
of gel layer-controlled mass transport. They intro-
duced salt and dye concentrations at membrane—feed
interface into their model to predict salt rejection
rate in the presence of an organic ion [2]. Overall,
these models predicted accurately rejection rates of
various substances by membrane systems; however,
their development required in-depth understanding
of the filtration process. They were developed with
advanced knowledge on properties of solutes, sol-
vents, membranes, and filtration processes. Subse-
quently, these models include specific parameters that

vary extensively when a slight change occurs in filtra-
tion process [15-18]. Alternatively, simple models are
also needed to evaluate rejection rates of substances
by membrane processes.

In this regard, artificial neural networks (ANNSs)
are one of the simple modeling techniques to map
complex relationships with large numbers of inputs
and outputs. Past studies showed that ANN models
offer considerable simplicity along with accurate and
comparable predictions as the physics-based conven-
tional models [19]. Thus, ANNs have been applied
successfully to MF [20,21], UF [22,23], NF [5,10], and
RO [24,25]. Although substantial number of studies
exists on ANN applications to membranes, only a few
studies are available on each case as in NF.

For NF, Bowen et al. [10] developed the first appli-
cation of ANNSs to predict rejection rates of single
salts (NaCl, Na,SO;, MgCl,, and MgSO,) and their
mixtures by NF membranes. Their experimental sys-
tem was a spiral wound membrane that was difficult
to model with conventional physics-based models.
Thus, the ANNs served as an alternative to predict
experimental rejection rates of single salts and of the
salt mixtures by this system. In a similar study by
Darwish et al. [5], ANNs are applied to cross-flow NF
of two salts (NaCl and MgCl,) at typical seawater con-
centrations. This study elucidated the effects of input
salt concentrations and different operating pressures
on rejection rates by various NF membranes. They
demonstrated that ANN model predicts successfully
the experimental rejection rates of NaCl and MgCl, by
three different NF membranes (NF 90, NF 270, and
NF 30). The success of above studies supports poten-
tial application of NF membranes to actual wastewa-
ters. However, industrial applications of NF
membranes have remained as a challenge to this day.
Thus, this study presents the first application of NF
membranes to actual wastewater from textile industry.
Because the experimental part of this work has been
published separately [26], we present here develop-
ment of our ANN model for assessment of salt recov-
ery with NF from textile industry wastewater.

In textile industry, large quantities of salt are used
to enhance dying of fabrics by promoting “salting
out” of dyestuff precipitates. The extra salt also
removes organic and inorganic contaminants in water
as salt precipitates [27]. Although unit cost of salt
(NaCl) is relatively low, its recovery from wastewater
generates significant amounts of annual savings as
well as reducing environmental pollution [28]. There-
fore, NF has been proposed as a feasible process to
recover salt from textile industry wastewater. For this
purpose, Koyuncu [26] conducted experimental stud-
ies to determine salt recovery by NF membranes from



B. Eren et al. | Desalination and Water Treatment 50 (2012) 317-328 319

textile industry wastewater. In particular, they
assessed NaCl rejection rates under various feed
phase concentrations of salt (Cg,) and dye (Cap), feed
pressure (AP), cross-flow velocity (V), and pH. In this
study, we used their experimental work as our basis
and we developed an ANN model to predict salt
rejection rates (R,) by NF membranes from textile
industry wastewaters. Through rigorous analyses, we
identified the best network structure, the best training
algorithm, the optimum number of neurons for each
layer of the network, and the optimum transfer func-
tions for neurons of each layer. We tested our model
with experimental results of Koyuncu [26] indicating
that our ANN model can predict accurately salt rejec-
tion rates of NF membranes from actual wastewaters.
We used our model to evaluate relative impact of
each experimental variable. This analysis indicated
that initial dye (C4,) and salt concentrations (Cg,) are
relatively more important than feed pressure (AP),
cross-flow velocity (V), and pH. Collectively, our
results from this study offer key information for
design, operation, and optimization of industrial level
NF processes. Our study supports and indicates that
NF can serve as a viable option to recover salt from
industrial wastewaters.

2. Material and methods
2.1. Artificial neural networks

The ANNSs are computational modeling tools with
a flexible structure that is able to capture and simulate
complex input/output relationships. The ANN model-
ing is usually suitable for any specific problem that is
not compatible or difficult to model by conventional
statistical and mathematical methods [29].

In general, the development of a neural network
model consists of the following steps: data collection;
analysis and preprocessing of the data; creation and
configuration of the network, training, and validation
of the network; and finally, simulations and predic-
tions with validated network [30].

The critical step is the creation and configuration
of the network. Fig. 1 shows the basic ANN structure
that is composed of three layers with number of neu-
rons in each layer. The layers include input layer
(independent variables), hidden layer, and output
layer (dependent variables). To create the best ANN
structure, number of hidden layers, neurons in each
hidden layer, training algorithm, and transfer
functions must be selected carefully [30]. These tasks
can be accomplished with commercially available
neural network software packages such as the neural
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Fig. 1. Architecture of a typical ANN with an input layer,
a hidden layer, and an output layer.
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Fig. 2. Graphical representation for activation (transfer)
functions (MATLAB).

network toolbox of Matlab v. 7.0 (the Math Works
Inc., Natick, MA, USA). We used this software pack-
age to construct our ANN model.

In a typical network, input layer is composed of
the original experimental data (X;) that are associated
with the neurons or nodes (1,2...,i,...m) of input
layer. Input data are transferred to the nodes of hid-
den layer (1,2...,j,...n) and output layer (1,2...,k, ...
p) by multiplying connection strength or weights (W;)
between two neurons and summing using summation
function. The input data of each layer are processed
or converted to outputs by using an activation func-
tion that is a nonlinear mathematical function known
as a transfer function. The most widely used transfer
functions are the tangent sigmoid (tansig), the logarith-
mic sigmoid (logsig), and the linear (purelin) transfer
functions. The logsig, tansig, and purelin transfer func-
tions are mathematically described by Egs. (1)-(3) and
illustrated in Fig. 2, respectively. Among them, tansig
function offers slightly better predictions than the
others [30].
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Fig. 3. The representation of the information flow in a
neuron.

Fig. 3 shows an example of the information flow
for a single neuron in the network. Here, each input
coming from previous layer is multiplied by a
weight (W) and summed using summation function.
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Eq. (4) with a range from 0 to oco. Lower values of
RMSE are preferable as there is no absolute criterion
for a “good” value [30]:

n 2
RMSE = \/Z,‘1 (ymodel,l—yobs‘z) (4)

n

where n is the number of target values, Ymoder; and
Yobs,i are model predictions and their corresponding
target values, respectively.

The coefficient of determination (R?) is estimated
through Eq. (5). This value shows the percentage of
variability between experimental data and model
predictions. R® values range between 0 and 1 (i.e.
0-100%). An R* value ~1 means the greater corre-
lation and the stronger relationship between predic-
tions and actual data [30]:

RZ — n Z;’:l yobs,iymodel,i -
\ﬂ” > i ygbs,i -

Then, this single value is passed through a transfer
function to produce the output value of a neuron
[30].

In order to assess model predictions, the output
values (Y7y,...Y}, ... Y,) are compared with the target
values (Z1,...Zk,...Zp) such as experimental results.
The differences between model predictions and target
values are evaluated against the modeling perfor-
mance criteria that are established within the ANN
algorithm. Reprocessing of the output values is
required if the modeling performance criteria are not
met [30].

2.2. Modeling performance criteria

The root mean square error (RMSE), the coefficient
of determination-R? value, statistical T value, and the
mean absolute error (MAE) are the common perfor-
mance criteria for the evaluation of an ANN model
performance.

The RMSE represents the error between model
predictions and target values. It can be computed with

(Z?:l yobs.,i)2] x [n ZL yfnodel,i -

i ymodel,i)z]

The RMSE and R? values provide information on
general error ranges between model predictions and
target values.

In parallel, T value measures the scattering around
the line (1:1) that can be obtained by a plot of target
values vs. model predictions. Computed with Eq. (6),
T values close to 1 indicate that a good fitting is
achieved between model predictions and experimental
data [31]:

2?21 (ymodel‘i—yobs,i)2 (6)

T=1- n —\ 2
> izt (Ymodeti-Y)

where, i represents the arithmetic average of n sam-
ples.

The above common criteria are used to assess per-
formance of our ANN model. In addition, we also
used MAE to estimate the distribution of errors
between model predictions and target values. The
MAE can be computed with Eq. (7) and its values can
range from 0 to oco. Similar to RMSE, lower values of
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MAE indicate a good correlation between model
predictions and experimental data [30]:

1 n
MAE = — > [Yobsi — YmodeLl (7)

i=1

The above criteria are used commonly for valida-
tion of models and their predictions. However, we
must note that the quality of experimental data is the
fundamental requirement for any type of modeling
work. Otherwise, the results of statistical tests and
model predictions will be inaccurate.

2.3. Experimental procedure and data

The experimental part of this work was conducted
by Koyuncu [26]. Details of the experimental system
and data collection methods are presented in previ-
ously published studies [2,18,28,32]. Briefly, the labora-
tory-scale experiments were conducted to filter typical
textile wastewater with NF membranes under different
operational conditions. The experimental variables
were concentrations of salt (Cg,) and dye (Cgp,) in feed
water, cross-flow velocity (V), feed pressure (AP), and
pH of feed water. These parameters were varied in the
following ranges: 1-80mg/L for Cs,, 0.1-50mg/L for
Cgpb, 0.11-1.11m/s for V, 8-24 bars for AP, and 4-10
for pH. The rejection rates (R,) of single salt (NaCl)
were measured as a result of the changes in input
parameters and operational conditions.

Because the quality of experimental results is
important, we conducted a preliminary assessment of
experimental data through statistical parameters
including minimum (Xp;), maximum (Xpyay), and
mean (Xmean) Values, standard deviation (o) of experi-
mental data-sets, the coefficient of variation (C,), and
the coefficient of skewness (Cgy). Among them, the
standard deviation, ¢, shows the deviation of data
from their mean value. The coefficient of variation, C,,
the ratio between standard deviation and mean value,
represents dispersion of data points around their
mean value. This parameter is used generally to com-

321

pare the degree of variation from one data series to
another. The coefficient of skewness, C,,, indicates the
degree of symmetry in variable distribution. It shows
the degree that data are skewed or asymmetric with
respect to their mean value. The value of Cg will
equal to zero for data of normal distribution, and it
will have positive or negative values if the data distri-
bution is asymmetric.

3. Results and discussion

We present our results in the following three sec-
tions: Section 3.1 presents the preliminary assessment
of experimental data-sets, Section 3.2 presents the
development of ANN model, and Section 3.3 presents
the application of the model to the experimental sys-
tem. Section 3.1 presents the results of our statistical
assessment of experimental data-sets. Section 3.2 pre-
sents construction of our ANN model in several steps
including, selection of input variables through sensi-
tivity analyses, selection of the best training algorithm,
and determination of optimal number of neurons in
the hidden layer. The training and validation of the
ANN model are also presented here. Section 3.3 pre-
sents our model predictions for the experimental work
and detailed discussion of these results.

3.1. Preliminary assessment of experimental data-sets

Table 1 shows the experimental variables and their
ranges used in experiments. The range values repre-
sent typical concentrations found in textile industry
wastewater and typical operating conditions of NF
process. According to minimum, maximum, and mean
values in Table 1, salt concentration (Cg,) of 1-80mg/
L, dye concentrations of 0.1-50mg/L, feed pressure
(AP) of 8-24bar, flow velocity of 0.11-1.11m/sn, and
pH of 4-10 were used as the input parameters of
experimental system.

The minimum, maximum, and mean values of salt
(Csp) and dye concentrations (Cgp) in Table 1 present a
broad range, because they are the independent

Table 1

The statistical parameters of each data-set

Parameters Xmmin Xmax Xmean

Input Csp (mg/1) 1.000 80.00 28.50
Cap (mg/1) 0.100 50.00 7.150
AP (bar) 8.000 24.00 15.65
V (m/s) 0.110 1.110 0.679
pH 4.000 10.00 6.985

Output R, 0.033 0.837 0.431

o Co(0/Xmean) Cex Correlation with R,
30.74 1.080 0.890 —0.858
13.17 1.840 2.610 —0.303
5.750 0.367 0.080 0.208
0.260 0.382 —0.740 0.015
0.760 0.109 —0.257 —0.028
0.251 0.582 —0.003 1.000

Notes: Cg,: Salt concentration; Cap: Dye concentration; AP: Feed pressure; V: Cross-flow velocity; and R,: Rejection rate.
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variables of the experimental system. Although opera-
tional pressure, flow velocity, and pH also are inde-
pendent variables, their typical value ranges are well-
known for NF processes; and therefore, the variations
in these parameters are within relatively narrow
ranges. This difference is indicated by standard devia-
tions (g) of salt (Cg) and dye (Cqp) concentrations.
The o values are 30.74 and 13.17 for Cg, and Cgyp,
respectively, which are greater than the values for
other three experimental parameters. Similarly, the
coefficient of variation (C,) is 1.84 for dye concentra-
tions, which shows that this is the most varied param-
eter in these experiments.

The coefficient of correlation values in Table 1
indicates how each experimental parameter affects
rejection rate (R,) by NF. While the positive values
indicate a direct relationship between an experimental
parameter and R,, the negative values indicate an
inverse relationship between R, and the correspond-
ing experimental parameter. For instance, the positive
coefficient of correlation between AP, V, and R, indi-
cates that the higher the feed pressure and cross-flow
velocity is the higher the rejection rate will be. Subse-
quently, negative correlation values between Cg,, pH,
Capb, and R, indicate that lower values of these param-
eters will result in higher rejection rates in this experi-
mental setup. The relatively large correlation values
between Cg4, and R, (—0.858) and between Cg4p, and R,
(—0.303) point out that these parameters affect rejec-
tion rate much more than the other parameters.

3.2. Development of ANN model
3.2.1. Preprocessing of experimental data

In the experimental part of this work, Koyuncu
et al. [26,28] varied feed water concentrations of salt
(Cep) and dye (Cqp), cross-flow velocity (V), feed pres-
sure (AP), and pH of feed water. The critical focus of
their experiments was salt recovery as it was impor-
tant for textile industry; and therefore, they measured
salt concentrations in feedwater and effluent of NF
system. By using these values, they estimated salt
rejection rates as percentage for NF membranes oper-
ated under various experimental conditions. A total of
218 experimental data-sets were available from their
experimental work for this study. The neural net-
works require that all training data must be prepro-
cessed before training. Therefore, the raw data sets
must be normalized before they are used for training
of a network. Normalization is a widely used prepro-
cessing method that scales the data-sets into an
acceptable range. Thus, experimental data were nor-

malized into unitless numbers within the range of 0-1
using the following equation:

(X — Xmin)

X, =
1 (xmax - xmin)

(®)

where x; is the normalized value of a certain parame-
ter, x is the measured value for this parameter, and
Xmin and Xmax are the minimum and maximum values
in the data-set for this parameter, respectively.

The normalized experimental data are grouped
into three segments as the training set (142 data), vali-
dation set (55 data), and test set (21 data). Our net-
work is trained with the training data, while the
performance of the network is tested with validation
data-set. And finally, the test data-set is used for the
performance assessment of our ANN model predic-
tions.

3.2.2. Selection of input parameters for the ANN

The basic structure of an ANN model starts with
development of input layer with experimental vari-
ables that have any degree of effect on the outcome
(Fig. 3). The relative impact of each input parameter
can be identified with a single-input ANN model that
has one hidden layer with 25 neurons and a sensitiv-
ity analysis, which require sufficient numbers of
experimental data for these tests. Consequently, the
ineffective variables of the process can be excluded
from the input layer which leads to a more compact
neural network.

In this work, the rejection rate is a function of the
input parameters—concentrations of salt and dye in
feed water, cross-flow velocity, pH, and feed pressur-
e—which can be represented simply as R,=f(Cs,, Cap,
V, pH, and AP). In order to identify how each input
variable affects the process, we build separate ANN
models with a single input parameter. Fig. 4 presents
the model predictions of these individual models. The
top two panels on the left side of Fig. 4 show model
predictions of rejection rate by using only salt (Cyp)
and dye (Cg,) concentrations. The modeling results
for these cases match the experimental data (R,) rela-
tively well. Below these panels in the same figure are
the model predictions of rejection rate with cross-flow
velocity, pH, and feed pressure. These predictions
present significant discrepancy with the experimental
results indicating that these parameters are less effec-
tive than salt and dye concentrations.

In addition to ANN modeling, the sensitivity anal-
ysis was carried out by evaluating the differences in
the network output. In this analysis, one variable at
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Fig. 4. Comparison of ANN results and observed rejection rate (% R,) depending on each input parameter.

the time is set as input parameter to determine its
impact on modeling results. Thus, it indicates which
parameter has key importance in the model and in the
experimental system. The sensitivity analyses are pre-
sented on the right side of Fig. 4 with plots of the cor-
relation between model predictions and experimental
data. The coefficients of determination (R*) between
model predictions and experimental data are shown in
each panel in Fig. 4. These values indicate that the
most effective input parameter is the salt concentration
(Ce) with R? value of 095, while the others in

descending order of effectiveness are Cgp (R%=0.86),
pH (R*=0.11), AP (R*=0.02), and V (R*=0.01).

Because the salt concentration was the most effec-
tive parameter, we identified relative impacts of other
input parameters while having salt concentration as
the common parameter in all possible combinations.
We started with salt concentration and added a
parameter to form new combinations of input parame-
ters as shown in the top row of Table 2. In all of these
analyses, we compared our model predictions with
the experimental data and we estimated statistical
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Table 2

Performance evaluation of the effective parameters for sensitivity analysis

Performance Cep Cep+Capb Cep+Cap +pH Cop+Cap+pH+AP Cep+Cap+pH+AP+V
MAE 0.041 0.035 0.033 0.031 0.026"

RMSE 0.064 0.052 0.050 0.041 0.035"

R? 0.950 0.961 0.963 0.972 0.990*

“Indicates best results.

Table 3

Comparison of different training algorithms with 15 neurons in the hidden layer

Training algorithms Function IN RMSE R?
BFGS quasi-Newton backpropagation Trainbfg 54 0.058 0.983
Powell-Beale conjugate gradient backpropagation Traincgb 82 0.068 0.976
Fletcher—Reeves conjugate gradient backpropagation Traincgf 105 0.080 0.967
Polak-Ribiére conjugate gradient backpropagation Traincgp 50 0.055 0.984
Gradient descent backpropagation Traingd 159 0.362 0.294
Gradient descent with momentum backpropagation Traingdm 85 0.148 0.884
Gradient descent with adaptive learning rate backpropagation Traingda 93 0.122 0.922
Gradient descent with momentum and adaptive learning rate backp Traingdx 139 0.320 0.537
LM backpropagation Trainlm 25 0.031 0.995
Resilient backpropagation Trainrp 54 0.032 0.994
Scaled conjugate gradient backpropagation Trainscg 36 0.042 0.991
One-step secant backpropagation Trainoss 43 0.055 0.984

Note: IN: iteration number; RMSE: root mean square error; and R?: coefficient of determination.

parameter values for each combination case. As we
increased the number of input variables in the ANN
model, the model predictions and the statistical
parameters improved significantly. Table 2 indicates
that the ANN model with five inputs (Cg,, Cap, AP, V,
and pH) gives the best results, with R* value of 0.99.
Therefore, all of the experimental parameters are used
as the input parameters in our ANN model.

3.2.3. Selection of the best training algorithm

As input parameters in our ANN model is estab-
lished, several backpropagation training algorithms
were tested to determine the best training algorithm
for our model. The choice of training algorithm and
transfer function is of crucial importance for robust
performance of the ANN model. In general, linear
functions are frequently used for input and output
layers, while nonlinear transfer functions are preferred
for hidden layers [33]. Therefore, we maintained the
nonlinear tangent sigmoid function (tansig) as the
transfer function in hidden layer with 15 neurons and
a linear transfer function (purelin) for the output layer
of our ANN model. Table 3 presents statistical evalua-

tion of the performance of ANN models for each
selected training algorithm. The Levenberg-Marquardt
(LM) algorithm is a standard technique for nonlinear
least square problems. LM algorithm is the most
widely used optimization algorithm for a variety of
ANN problems. It is mostly preferred due to its speed
and stability in training of ANN model. Table 3 shows
that the LM backpropagation algorithm (trainlm)
resulted in the smallest RMSE, 0.031, and the highest
R? value, 0.995. Therefore, this algorithm was selected
as the best training algorithm. Trainrp and trainscg
functions followed this trainlm function with a RMSE
of 0.032 and 0.042, respectively. The other functions
such as traincgp, trainbfg, and traingda resulted in
higher levels of RMSE than the trainlm function.

3.2.4. Determination of the number of neurons in
hidden layer

The optimal ANN architecture can be identified by
selecting the optimum number of neurons in the hid-
den layer. To do this, two neurons are used in hidden
layer as the initial guess and then, the number of neu-
rons is increased two at a time from 2 to 30. Trainlm
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Fig. 5. Effect of the number of the neurons in the hidden
layer on the performance of the network.
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Fig. 6. Optimal ANN architecture developed in this study.
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function was used as the best training algorithm for
all trials. The minimum value of RMSE between the
measured and the predicted values of R, is used as
the criteria for selecting number of neurons. Fig. 5
shows the RMSE values vs. the number of neurons in
the hidden layer. Fig. 5 indicates that three local mini-
mum RMSE values are observed at neuron numbers
of 4, 10, 18, and 25. However, the neural network
architecture with 25 hidden neurons reached the mini-
mum RMSE in training, validation, and test of the
ANN model. Thus, 25 neurons were chosen as the
optimum neuron number for the hidden layer.

Fig. 6 shows the overall configuration of our ANN
model that is consisted of five neurons in the input
layer, 25 neurons in the hidden layer operating with
tangent sigmoid (tansig) transfer function, and one
neuron in the output layer operating with linear trans-
fer function (purelin).

3.3. ANN modeling results of NF process

Fig. 7 shows the results of this modeling exercise
which illustrates how model predictions compare with
experimental data during training, validation, and
testing phases of the modeling work. The panels on
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Fig. 7. The ANN predicted vs. measured values for train, validation, and test sets.
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Table 4

The structure and performance of the final selected ANN model with optimum values of model parameters

Optimum Transfer function
structure
5-25-1 Tansig for hidden layer and purelin for output

layer

Mean value

Training Validation Testing

RMSE MAE RMSE MAE RMSE MAE T
0.032 0.024 0.034 0.025 0.035 0.026 0.993

Notes: RMSE: root mean square error; MAE: mean absolute error; and T: scattering value.

the left side show that the model predictions are in
close agreement with the experimental data in all
cases. The panels on the right side show the correla-
tion between model predictions and measured values.
The coefficients of determination (R*>0.98) in these
panels indicate strong correlations for all three stages.
These results verify that our ANN model structure is
correct and it can predict the salt rejection rate of NF
process under various conditions.

To evaluate the performance of our model, the
RMSE, MAE, and T values are estimated between
model predictions and experimental values. Table 4
presents the results of this statistical analysis. The
RMSE values were 0.032 for training, 0.034 for valida-
tion, and 0.035 for testing phases of the model. The
MAE values for the same stages were 0.024, 0.025,
and 0.026, respectively. Similarly, T value of 0.993
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Fig. 8. Distribution of the ANN model discrepancy ratios.

Table 5
Accuracy of model for R, prediction

Presented Discrepancy ratio

model Number of Mean Standard
test data Deviation

ANN model 55 1.014 0.126

reflects high quality of fitting between our model pre-
dictions and the experimental results.

As part of the performance evaluation, discrepancy
ratios between model predictions and experimental

results are estimated by wusing the equation
Dr = Roestimated /Romeasured’ Where Roestimated is the eStimated
or predicted value of rejection rate and R,___ ., is the

measured one. As the predicted and experimental val-
ues get closer to each other, then this ratio approaches
to 1. Fig. 8 shows that the discrepancy ratios were
mostly around one in our work, with a few exceptions
of 25% discrepancy and with one datum around 40%
of its target value.

The mean value of discrepancy ratios and the stan-
dard deviation of these values are presented in
Table 5. Here, the mean value of discrepancy ratio is
estimated with D, = XDy /N, while its standard
deviation is estimated with the equation ¢ = (X(Dyi—

D;)*/N — 1)1/ 2. These results show that the mean
value of discrepancy ratios is around 1 and the stan-
dard deviation is 12%.

4. Conclusions

This modeling exercise is the first application of
ANNSs to predict salt rejection rate (R,) from actual
wastewaters by NF process. Our modeling work iden-
tified several key findings about this process as fol-
lows:

e The input concentrations of salt and dye affect
directly the removal of salt by NF.

¢ Our sensitivity analysis showed that input parame-
ters such as feed pressure, cross-flow velocity, and
pH have relatively minimal effect on performance
of NF.

¢ Although salt concentration has the highest effect
on model predictions, the model with five input
variables (Csp, Cap, pPH, AP, and V) has the best pre-
diction performance among all combinations of
input parameters. Therefore, we developed the
input layer of our ANN model with five neurons
corresponding to five input parameters.
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* We note that experimental data must be normal-
ized to unitless values in order to reduce and elimi-
nate data redundancy.

* The best algorithm for training of ANN has been
identified as the LM backpropagation algorithm
(trainlm) in this work.

¢ We estimated that 25 neurons in the hidden layer
served as an optimal number of neurons for this
modeling exercise.

* The transfer functions for neurons were nonlinear
tangent sigmoid (tansig) for the hidden layer and
linear transfer function (pureline) for the output
layer of our ANN model.

In addition to these key highlights, ANN model-
ing of NF processes can provide valuable information
on membrane design, operation, maintenance, and
process optimization. A good predictive model will
provide information on membrane -characteristics,
process performance as well as optimization of the
process. In parallel, ANN modeling of NF processes
will result in lower number of experiments and sub-
sequently saving time and money during the devel-
opment of a NF process. In practice, the ANN
approach has the advantage of only requiring simple
and readily available inputs and a minimum under-
standing of the complex phenomena controlling NF
process.

Our findings support that ANN models can serve
as useful tools to identify effective parameters for NF
as well as to predict the rejection rate of a key sub-
stance by this system. Our results show that the out-
come of NF process can be predicted with the ANN
model without in-depth knowledge of the modeled
system. However, ANN models require sufficient
number of data for training, validation, and testing
stages of the modeling work. In this study, we have
just focused on prediction of rejection rate in NF
membranes. Future studies should focus on how
properties of membranes and pollutants can be evalu-
ated together to optimize removal performance. In
this process, ANN models can serve to obtain rapid
results for an evaluation of membrane performance
for the removal of a specific substance.
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