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ABSTRACT

River water quality monitoring using traditional water sampling and laboratory analyses is
expensive and time-consuming. The application of artificial neural network (ANN) models
to simulate water quality parameters is cost-effective, quick, and reliable. This study pro-
vides two methods of mathematical and ANN modeling to simulate and forecast five
important river water quality indicators (DO, TDS, SAR, BODs, HCOj3) correlated with vari-
ables such as EC, temperature, and pH which can be measured easily and almost with no
cost. The mathematical method is based on polynomial fitting with least square method and
the neural network model was developed using a feed-forward algorithm. The 35 years’
data were collected from 7 monitoring stations and 5 rivers located in southwest of Iran.
DO concentration was simulated using an equation and a neural model. Two equations
were calibrated for estimating TDS while SAR is simulated using a mathematical and neural
model. Another two neural models were developed for BODs and HCO; simulations. An
acceptable precision was achieved, as shown in model verification results. Presented models
and equations are reliable/useable tools for studying in similar locations (rivers), as a

proper replacement for traditional water quality measuring practices.

Keywords: Water quality; Artificial neural networks; Modeling; Monitoring; Polynomial

1. Introduction

Rivers are an important source of water for man-
kind and other living creatures [1-3]. Assessment of
river water quality properties and processes is a major
issue in the management of aquatic environments [4].
Models are widely used to solve water quality man-
agement problems. Water management decisions are

*Corresponding author.

increasingly dependent on modeling studies [5], while
modeling tools are becoming progressively more
sophisticated [6]. Modeling for simulating river water
quality properties has many advantages such as low/
no simulation cost, short time required, decreased
needs for laboratory and measuring equipment/opera-
tors, possibility of synthetic data generation in large
quantities for data analyses, regenerating missed data,
control and calibrating measurement equipments and
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many others, etc. [7]. Models can simulate the most
vital quality parameters for users like human and the
other living creatures, by an ingenious use of easily
measured input parameters. That can help to assess
and predict more complicated parameters which are
not easily obtainable [8]. Temperature (T) can be mea-
sured quickly by a thermometer with no cost as well
as the pH [9]. Electrical Conductivity (EC) itself is not
a human or aquatic health concern, but it can be mea-
sured easily as a useful indicator to assess other water
quality problems. Therefore, in this study, values of T,
pH, and EC will be the inputs of our models/equa-
tions. This study aims to model essential water quality
parameters of rivers whose measurement is difficult,
costly, and time-consuming.

This study aims to develop equations/models to
predict concentrations of DO, BOD, TDS, HCO;, and
SAR index by the use of data obtained from the speci-
fied stations. Many previous studies tried to analyze
these types of data to assess (river) water quality or
developing/calibrating models for simulating proper-
ties of (river) water, some of which are summarized in
Table 1.

This study aims to develop mathematical equations
and ANN models for simulating values of DO, TDS,
BOD, SAR, and HCOj; using some (or all) of the
parameters of T, EC, and pH as simple and directly
measurable input parameters. The main highlights of
the present study are as follows: (1) analyzing several
rivers with completely different conditions and water
qualities; (2) analyzing a wide range of parameters; (3)
presenting simple equations and ANN models to sim-
ulate important quality parameters; (4) including col-
lected water quality data from more than 30 years of
observation (from 1981 to 2011); (5) parameters that
are chosen as inputs to equations/models are appro-
priate and easy to measure. Furthermore, the model
outputs are essential parameters whose direct experi-
mental measurement has inherent difficulties which
make it prohibitively costly and time-consuming. In
general, the presented equations/models are extre-
mely useful and practical.

1.1. Dissolved oxygen

Dissolved oxygen (DO) is one of the most impor-
tant parameters in water quality assessment [10]. It is
difficult to simulate due to its influential parameters,
however, it would be possible by calibrating to local
conditions [11]. DO also can be measured using a
modern dissolved oxygen meter [12], whereas lack of
its availability makes a reliable mathematical or
evolutionary model as a valuable asset to generate
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data at any number and conditions that we need for
data analyses.

1.2. Biological oxygen demand

Biological oxygen demand (BODs) is a measure of
the oxygen in the water that is required by the aerobic
organisms. Measurement of BOD needs especial
devices and is time-consuming [13,14]. Therefore, it’s
not an easy parameter for measurement in water qual-
ity analyses [15]. To develop a model to assess BOD
would be very useful.

1.3. Total dissolved solid

Total Dissolved Solid (TDS) is a measurement of
inorganic salts, organic matter, and other dissolved
materials in water. TDS measurement can be per-
formed by filtering the sample through a 2.0 ym pore
size filter, evaporating the remaining filtrate and then
drying the residuals to a constant weight at 180°C
[16]. Many studies have shown the linear relationship
between EC and TDS [17-19]. In the present study,
this relationship will be investigated for the study
area.

1.4. Sodium adsorption ratio

Sodium adsorption ratio (SAR) evaluates the dan-
ger of high-sodium content in water for soil structure
and it is the major water quality index (WQI) for irri-
gation purposes [20-22]:

Jr
SAR — _ Na© )
(Ca2+ +Mg2+)
2

where Na¥, Mg2+, and Ca®* are ionic concentrations
expressed in meq/L. In order to calculate SAR, these
concentrations should be measured first. This study
presents an equation for estimating SAR and also an
ANN model with higher precision.

1.5. HCO;

HCO; is one of the most important components
sources of carbon transport in rivers. Bicarbonate
(HCO;3) can be measured directly by acid titration
using methyl orange as an indicator [23], however, we
find it useful to train an ANN model for simulating
HCO; values in rivers.



E.S. Salami et al. | Desalination and Water Treatment 57 (2016) 27073-27084 27075

Table 1
Summary of some modeling studies

Author(s) Year Study parameters

Result(s)

[4] 1999 pH, EC, TDS, Turbidity (Tu), COD, BOD, DO,
Alkalinity, Ammonia-N, Cl, S, and Total
hardness (TH)

[24]1(%) 2014 Salinity, EC, pH, T, DO, DO%, Total chlorophyll,
and turbidity

[10] 2015 pH, EC, T, TDS, NTU, BOD, DO, Nitrate, Cl, F,
TH, and iron

[20] 2011 SAR

[21]1¢*) 2013 SAR, Cl, Na*, CI", SO, , HCO; and TDS

[25] 2005 COD, BOD, NO;, NO;3, NH; and PO;
[23] 2011 Na*, K*, Ca**, Mg?*, HCO;, Cl~ and SO3~
[15] 2013 BOD, UV light absorbance, and dissolved organic

carbon (DOC)

[26] 2013 SAR, Na*, K*, Ca**, Mg**, HCOj;, ClI*, pH, EC,
T, TDS, Tu, BOD, DO, Nitrate, F, TH and SiO%f

[27] 2013 Ca**, Mg?*, Na*, K*, HCO;, CI°, H,SiO,, SO3~,
NO, and PO}~

[28] 2012 TS, DS, SS, pH, COD, BOD, DO, ClI and TH

Collected samples from a river and measured
parameters then presented Pearson correlation
coefficients between each pair of variables, and
also showed low quality of water caused by
industrial activities

A mathematical/experimental equation
corresponding to EC presented for simulating
salinity. An ANN model trained to simulate
salinity with the use of seven other parameters as
inputs, an ANN model also presented predicts DO
corresponding to temperature changes

Found correlation between parameters, at first.
Then used (weighted) parameters to calculate the
water quality index (WQI)

Directly calculated SAR to show groundwater
quality in the study area(s)

Developed a model based on CoKriging
optimization of monitoring network combined
with optimized ANN by genetic algorithm to
forecast Cl and SAR corresponding to salinity
parameter

Reviewed three river water qualities by checking
each of them for the level of contaminations
Standard methods were used for the measurement
of parameters of collected samples from surface
water of a reservoir and deduce that quality of the
water is acceptable for uses such as drinking water
and irrigation

Used multiple regression analysis to predict BOD
with sensors that measured UV absorption and
TOC. Both river water and waste water have been
tested in their system and correlation factors were
equal to 0.78 and 0.9, respectively

At first, presented correlation coefficients between
parameters then checked water quality for
drinking and irrigation and showed that some of
the quality parameters are adequate for drinking
and some are not. The calculated SAR values
denoted an acceptable quality for irrigation
purposes

Investigated parameters responsible for variations
in river water quality represent the correlation
factor for parameters and hence that water is less
contaminated anthropogenically than by natural
weathering. By the way, the water had sufficient
quality for drinking and/or for other purposes
Found correlation between parameters, and
developed multiple linear regression analysis for
mapping and area estimation of water quality
parameters

(Continued)
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Table 1 (Continued)

Author(s) Year Study parameters

Result(s)

[29] 2012 pH, EC, T, TDS, Tu, BOD, DO, NH;, Mg, Cl, F,
TH, Fe, Zn, As, Total coliform bacteria, E. coli
bacteria, SS and NO;-N

[30]1(*) 2010 River water level (stage)

[31] 2009 Stream flow, precipitation, flux and soil moisture
index
[32] 2013 EC, pH, TH, TDS, SAR

Used parameters to train a NN for simulating WQI
and recommended ANN models for analysis of
long-term environmental monitoring records
Compared the precision of an ANN model and
MIKE11 model for predicting the river water level
and showed that the ANN model has a better
precision

Applied NNs to simulate daily nitrate—nitrogen
and suspended sediment fluxes

Developed a Kriging—ANN (compound model) to
simulate SAR using four easily measured
parameters

L] '-.‘o.ﬂd '
A sation

P Khurestan City

Rivers

Fig. 1. Location of monitoring stations (www.ngdir.org).

1.6. Study area show the details of each monitoring station’s data

Khuzestan Province is in the southwest of Iran
with an area of about 64,236 square kilometers,

used in this study.

between 47°41°50”" and 39°58°33"" degrees E. Its impor- 5 Method and materials

tance in terms of water resources is having the highest

share (33%) of fresh water in the country with five Table 3 shows the variation, range, mean, minimum,
major rivers of (Karun, Karkheh, Dez, Hendijan, and and maximum values for each parameter. In order to
Jarahi). Data from five different rivers in the south- provide a sufficient data-set with an adequate number
west of Iran are used in this study. Fig. 1 and Table 2 of predictors for ANN model development, a higher
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Table 2
Properties of monitoring stations
Station number River name Station name Longitude Latitude Elevation (m) Years
S#1 Karoon Molla-Saani 48-52-00 31-35-00 23 1976-2011
S#2 Gorgor Band-Ghir 48-53-00 31-39-00 20 1986-1995
S#3 Dez Baamdej 48-41-00 31-41-00 25 2004-2010
S#4 Gorgor Vali-Aabaad 48-53-00 31-39-00 22 2004-2008
S#5 Dez Harmaleh 48-33-00 31-57-00 38 1976-2011
S#6 Shatiyat Arab-Asad 48-53-00 31-51-00 27 1981-2011
S#7 Shoor Dasht-Bozorg 48-55-00 32-06-31 63 1986-2011
Table 3

Properties of variables that are used in the study

Parameter Min. Max. Mean Stations used for modeling Number of existed data
T (°O) 3 33 20.6 - -

EC (us/cm) 341 50,240 4,800 - -

pH 4.45 10.2 7.9 - -

DO (mg/L) 2 11.8 7.4 S#1, S#3, S#4 238

TDS (mg/L) 280 31,250 3,065 S#1, S#2, S#3, S#4, S#5, S#6, SH7 1,328

SAR 0.55 98.56 10.78 S#1, S#2, S#5, S#6, SH7 1,202

BOD (mg/L) 0.28 6.52 2.65 S#1, S#3, S#4 238

HCO; (mg/L) 0.5 5.86 2.69 S#1, S#2, S#3, S#5 1,257

precision is achieved by applying an interpolation Or:

method for increasing the number of data for some

input parameters (that are marked in Table 6 by “*”). Api1 - Xypri=YiorA - X=Y 4)

3. Mathematical method

In this study, the least squares method is used to
solve the overconstrained linear system to obtain the
coefficients of the fitting polynomial [33]. The method
is based on linear algebra. Let y be the nth degree
polynomial of x:

vi = flm) = g - @
=0

where a; = coefficient of polynomial, y; = state (depen-
dent variable) variable, and x; = independent variable.

Eq. (2) can be also expressed in the form of a
matrix:

X1
[(x9=1 1 .. 1]
1 2 2
A 1 % i
/_/% .
[ag a1 ... ay].
n
L X X3 x|
Yi
——
=y v - vl (©)

For every matrix X € R", a unique matrix X" € R,
which is called generalized (right) inverse, exists
satisfying [34]:

X - X+ = In (5)

where I, is Identity matrix of size n. By multiplying
X" on (right hand of) both sides of Eq. (4) we have:

A-X - XtT=A-I=A=Y X" (6)

And by this method “A” which is polynomial, coeffi-
cients matrix can be calculated. The analyses of the
present study are performed using MATLAB
software.

4. Neural network method

The artificial neural network (ANN), as its name
implies, is a technique for simulation of the human
brain functions during the problem-solving process,
which has been developed and originated about
60 years ago. The neural network approach can be
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applied to powerful computation of complex nonlinear
relationships, just as humans apply knowledge gained
from past experience to new problems or situations
[34,35]. Thus, for modeling parameters that don’t have
a simple (linear) relationship with input data, ANN
method can be employed effectively. The multilayer
feed-forward networks trained with backpropagation
algorithm are the most popular type of networks
[36,37]. For example, models that are marked by (*) in
Table 1 have used feed-forward networks for their
development. It must mention that other possible ANN
network types (that existed in NN tool of MATLAB)
tested too, and with reviewing the related literatures
“feed-forward back-propagation” was selected as
optimum network.

5. Structure of the networks

The basic architecture consists of three types of
neuron layers: input, hidden, and output layers. Fig. 2
shows a two-layer network. In feed-forward ANN net-
works, the signal flows from input to output units,
strictly in a feed-forward direction [38]. Hidden layers
consist of different number of neurons. Fig. 2 shows a
parameter such as is the output of neuron and “p”
is the input. Parameters w and p are weight and bias,
respectively. All parameters are denoted as matrices,

and can be expressed as:

1/ ”

@ = flnet) = f(n) = f(” - p + b) = (2}%'pk+b)
(7)
p=[p1. Pos s PR], W= [w1, Wy, ..., wg] 8)
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where 4, b, w, and p are output, bias, weight and input
matrices (for each layer), respectively. The most com-
mon “f” functions are presented in Fig. 3. These trans-
fer functions transfer output of each layer to a simpler
more useful expression for calibrating the w; and b; (s)
in next layer/step.

Tan-sigmoid transfers inputs between [—00, +00]
into real numbers between [-1, 1]. In this study, all
ANN models have tansig transfer function.

et —e "

e 4 e "

tansig(n) = )

Three transfer functions that are shown in Fig. 3 are
available/useable for “feed-forward back propaga-
tion” NN type with MATLAB. The training process
determines the ANN weights and is similar to the cali-
bration of a mathematical model. In order to perform
training correctly, we must iteratively continue and
repeat the process of calibrating and optimizing the
w;, b; (s), with the final target of minimizing the mean
square error (MSE) value as possible as it is, the pro-
cess will continue until the required precision is
reached. In the following procedure, weights and
biases will change every time the process is repeated.
The calibration process for w;, b; (s) is as [39,40]:

) = af) - o240 (10
: : ow
ij
b<+1) bz(]>_ 8€(wl,b) an
o)
Oe( Y 0 0 ()
8w(l = Z e(w, b; xV, y) + ow; (12)
1

Input Hidden layer Output layer
a =
p: LS50,
Wi ax1 3x1
2x1 /
4x2 ml.. '
4x1 / X
1 Jl b II 1

2 Qxl
|

ai=tansig(wa.1.p1+bi)

Fig. 2. A two-layer feed-forward network.

)

ax=purelin(wz,1.a1+b2)

\3x 1
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= logsig(n) a = tansig(n)
Fig. 3. Transfer functions.
Oe( 0 .
w,b) _ (i) 1)
ab<’ = [ 21:(%( w,b; 2y )] + ab;; (13)
ij =

where e(w,b) = error and a = the learning rate.

Fig. 2 shows that output of the previous layer will
be the input of the neurons in the next layer and the
result(s) of the output layer will be compared with the
target values. In this study, the MSE is the criterion
for comparing the outputs.

— ) (14)

SIH

1 m
mse = — E
i=1

S

=1

where t; = the target (real) value, 4; = the network out-
put and e = error.

Number of layers and neurons in each layer are
designed such as: first layer of network contains
inputs (input layer) and thus has a number of neurons
same as the number of input parameter. This layer
does not count in layer numbering (see Fig. 2) and the
number of neurons in left layer (output layer) equals
to the number of target parameter(s). The number of
(hidden) layers in modeling projects like present study
is four or less, but there is no specific rule for calculat-
ing the proper number of (hidden) layer and neurons
in each layer [41].

The validation of all equations/models after devel-
opment, have been tested with precision parameters
such as R or R* and MAE. R* is used in cases where
we had negative values of R. In other words, when
y; > y; R will be negative.

B |%*yf|
]; 1 i
(15)

27079
a
a = purelin(n)
s Y
fory; >y — Ry = Z—
Yi
i
R — Rq + Ry
1
; % — il
MAI == 17)

where i = the number of existed data for each parame-

1“2y

ter, y; = estimated data number “j”, and y; = real data

13

number “j”.

6. Results

Five feed-forward networks with back-propagation
learning rule (Egs. (10)—(13)) are used to develop the
models in MATLAB environment. The design parame-
ters of the networks have been represented in Table 4.

Best (possible) number of (hidden) layers and their
neurons found by try-and-error method, from 1 neu-
ron to 250 neurons in each layer, and best conditions
(due to minimizing MSE value) were selected. For
smoothing and avoiding the uncertainty, which is
caused by data with great values (much greater than
average), tan sig(n) was selected as transfer function
for “feed-forward back-propagation” network. For all
(target) parameters both mathematical and ANN mod-
els are tested, in a wide range of possible design
parameters. For mathematical modeling all types of
curve fittings (Exponential, Fourier, Gaussian, Inter-
polant, Polynomial, Power, sum of sin functions) were
tested with every possible (and rational) range of fit-
ting parameters, for example for testing Polynomial
fitting method orders from 1 to 6 are tested and best
order (due to minimizing MSE) is selected. Both of
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Table 4

Training parameters

a0 0.001 Network type Feed-forward back-propagation
a decrease 0.1 Training function Trainlm (Levenberg-Marquardt)
o increase 10 Adaptive learning function Train GDM

Maximum a 1E+10 Performance function MSE

Min. grad 1.00E-10 Transfer function Tansig(x)

ANN and mathematical models were created for all
target parameters but for some cases (the best
obtained) mathematical or ANN models didn’t have
good precision (R and/or R* < 0.7); thus it is not pre-
sented here.

DO seems to have a linear relation with T°C [15],
therefore, an equation is presented that simulates DO
with an acceptable precision:

DO (mg/L) = 0.0005 - T —0.0318 - T> 4 0.529 - T
+ 5.2022

(18)

Also an ANN model is trained for estimating DO
(Model 1). Three parameters of T°C, EC (uS/cm), and
pH are input parameters. The obtained precision value
for Model 1 (0.913) is better than that of Eq. (18) with
(0.871) as it is illustrated in Table 6 and Fig. 5.

6.1. TDS

The linear Correlation between EC and TDS is sta-
ted by several researches [24,42]. TDS/EC is always
linear but the coefficient(s) varies in time and space
[42,24,17]:

TDS (mg/L) = 0.64 EC (uS/cm) (19)
TDS (mg/L) = 0.50 EC (uS/cm) (20)
TDS (mg/L) = 0.781 EC (uS/cm) + 70 21

Results of this study exactly matched with Eq. (19)
and an extra equation (polynomial) was also devel-
oped to calculate TDS/EC corresponding to T:

TDS (mg/L)

—— 512 —(,0001 - T> - 0. - T 71
EC (4S/cm) 0.000 0.005 +0

(22)

As it is expressed in Table 6, both equations (Egs. (19)
and (22)) have the same precision value. However, Eq.
(22) has a vision of temperature effect on TDS/EC
relation that is shown in Fig. 4. Fig. 6 shows the com-

0.71 1+,

0 4=

0.69 - .
0.68 - \
0.67 -

0.66 -

0.65 -

0.64

TDS/EC (mg/L)/(nS/cm2)

1 4 7 10 13 16 19 22 25 28 31 34 37 40
TI2C)

Fig. 4. Effect of temperature on TDS/EC.

parison between models/equations and real data for
TDS.

6.2. SAR

A sensitivity analysis demonstrated that pH has no
significant correlation with SAR and therefore, it is not
a “helpful” parameter in mathematical modeling.
However, EC, according to its (linear) relation with
TDS, can lead us to simulate SAR value [32]. The
parameter o is defined as:

o« = EC(0.0001 - T*> —0.005 - T + 0.71) (23)

Using mathematical method, SAR can be expressed as:

SAR = 0.00281 - o + 0.9978 (24)
According to Table 6, Eq. (24) can simulate SAR with
a sufficiently high precision. Also an ANN model
(Model 2) is trained using EC, T. and pH data as input
variables. As it is shown, compared with Eq. (24),
model 2 has the advantage of higher precision (Table 6
and Fig. 7).

6.3. BOD

Model 3 is presented to simulate BOD:s. It uses EC,
T, DO, and pH as input parameters to model the
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Table 5
Design parameters of ANN models

Number of Number of neurons in
Model # hidden layer(s) each layer
Model 1 2 10-40
Model 2 4 15-20-30-10
Model 3 3 30-25-20
Model 4 2 20-30
10 3 A Real data
9 - £-Eq.18 results
-© Model.1 results
— 8-,
—
"o
£7 .
S 6 =
I Y
5 N R
4

1 3 5 7 9 1113 15 17 19 21 23 25

Data Number

Fig. 5. Comparison between models/equations and real
data for DO.

BOD:s. Fig. 8 shows the simulation results compared
with real data.

6.4. HCO;3

Similar to BOD, an ANN model (Model 4) is
trained for modeling HCO;. The model accurately

27081
20000 E[@
16000 - f A Real data
[\ £Eq.19 results

3 10007 g 0 Eq.22 results
€ &
*g 8000
= 4000 @

0 adag m-m-ﬁ cadlgagaaadm®
| 4 7 10 13 16 19 22 25

Data Number

Fig. 6. Comparison between models/equations and real
data for TDS.

90

80 - A Realdata Q
|

704 5Eq.24 results |

50+ ©Model.2 results £

1 4 7 10 13 16 19 22 25
Data Number

Fig. 7. Comparison between models/equations and real
data for SAR.

values of EC, T, and pH (as inputs) with R* of 0.86.
Table 5 shows the number of (hidden) layers and the

simulates HCO; concentrations corresponding to number of neurons for each model. Fig. 5 and Table 6
Table 6
A summary of equations and models properties and comparing their precisions values
Number of

Target of simulation used data Input parameters R R MAE Average parameter
Eq. (18) DO (mg/L) 238 T 0.871 - 0.94mg/L 721 mg/L
Model 1 DO (mg/L) 2,380 (x10)” T, EC, pH 0913 - 059 mg/L  7.21 mg/L
Eq. (19) TDS/EC (mg-uS/L-cm?) 1,328 0.64 0.957 - 0.02mg/L  0.642 (mg-pS/L-cm?)
Eq. (22) TDS/EC (mg-uS/L-cm®) 1,328 T 095 - 0.03 mg/L  0.642 (mg-uS/L-cm?)
Eq. (19) TDS (mg/L) 1,328 EC 0.954 - 168.9 mg/L 3,093 mg/L
Eq. (22) TDS (mg/L) 1,328 T, EC 0.948 - 1879 mg/L 3,094 mg/L
Eq. (24) SAR 1,202 ECT 0.688 0.79 1.63 10.78
Model 2 SAR 4,808 (<4  EC, T, pH 0744 0819 1.35 10.78
Model 3 BODs (mg/L) 2,380 (x10)” EC, T, pH, DO 0852 - 035mg/L  2.65mg/L
Model 4 HCO; (mg/L) 1,257 EC, T, pH 0.821 0.862 040mg/L  2.69 mg/L

*The number of data increased n times, by interpolation method. n values are shown in Parenthesis (xn).
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&Model.3 results

1 4 7 10 13 16 19 22 25
Data Number

Fig. 8. Comparison between models/equations and real
data for BOD:s.

i
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>

A Real data

HCO3(mg/L)
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= U N

&Model.4 results
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NN
~

10 13 16 19 22 25
Data Number

Fig. 9. Comparison between models/equations and real
data for HCOs.

demonstrate all models properties and equations pre-
sented in this study. Fig. 9 shows the real data that is
used for verifying the models and equations.

All existed data (Table 3) are used for testing the
models/equations. Table 6 shows the results of these
tests. Moreover, typical results of the models/equa-
tions are shown in Fig. 5-9 using 25 randomly selected
data.

7. Conclusions

This study presented simple and useful models/
equations that can be used for many purposes such
as regenerating missing data, assessing measurement
devices and operators, calibrating measuring equip-
ment’s, and as a reliable replacement for the mea-
surement of  equipment/processes  that can
significantly reduce costs and save time. The mod-
els/equations are developed based on data from 7
different monitoring stations in 5 rivers for 30 years.
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Therefore, we consider/cover almost every possible
conditions/circumstances that can be useful in other
similar locations (rivers). Table 6 shows high preci-
sion of the models/equations that makes them extre-
mely reliable. This study also shows the adequacy of
ANN and mathematical methods for modeling that
can simply be used for other similar purposes. For
parameters such as BOD and HCO;, mathematical
models couldn’t reach an acceptable precision (R
and/or R*<0.7). In the case of TDS, all possible
ANN models were tested and the optimum ANN
model, have much less precision (comparing to math-
ematical Equations). Therefore, simple linear model-
ing could be more effective than other more
comprehensive procedure.

Main advantages of mathematical modeling are:
(1) simplicity of expression/proving and using them
and (2) the form of solution and its sensitivity toward
two/multi parameters could be observed and ana-
lyzed. The advantages of ANN modeling are: (1) the
ability of modeling complex relationships which is not
possible to model with ordinary mathematical model-
ing methods [43-45]; (2) in most cases, ANN models
have higher precision compared with mathematical
methods; (3) ANN models could be adapted with new
data and upgraded with them; (4) best combination of
design parameters in ANN models could be achieved
by try and error method. This process also revealed
that the number of hidden layers and their neurons
should be chosen wisely, both lack and excess of it,
could decrease the model precision. One of the most
important finding in this study is when the number of
data is sufficient for modeling, the precision of the
model directly depends on (and limited by) data that
are being used. In other words, the most uncertainty
would be caused by uncertainty of the input data.
This means that even if we use the other methods of
modeling (such as genetic algorithm, dynamic NN,
etc.), better result won’t be achieved because at this
point errors depend on error of data that are used for
making the models. Table 6 shows that each (target)
parameter depends on (input) parameters; in other
words, it shows highest sensitivities and dependency
between “target” and “input” parameters.
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Nomenclature

DO — dissolved oxygen (mg/L)

SAR — sodium adsorption rate (unit less)

TDS — total dissolved solids (mg/L)

BOD, BODs — biological oxygen demand (in 5 d) (mg/L)

T — temperature

EC — electrical conductivity

Na* — sodium concentration (mg/L)

Ca* — calcium concentration (mg/L)

Mg** — Manganese concentration (mg/L)

MAE — Mean of absolute error (as same as
target unit)

MSE — Mean of squared error (second power of
target unit)

R, R* — rate of precision (unitless number < 1)
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