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a b s t r a c t
A population balance model (PBM) was developed to simulate the time evolution of floc size distri-
bution (FSD) during flocculation of activated sludge. A binomial breakage function was applied to 
describe the daughter-particle distribution, and a fractal scaling relationship between the maximum 
and equivalent diameters of floc was integrated into the expressions for collision frequency and break-
age frequency. The introduction of the ratio of breakage rate coefficient to collision efficiency and a 
two-step calibration method could simplify parameters calibration: first, the ratio of breakage rate 
coefficient to collision efficiency was estimated from the steady-state FSD, and then collision efficiency 
was obtained from the time evolution of FSD during flocculation. The results show that: (1) the time 
evolution of FSD during flocculation process of activated sludge can be simulated successfully by 
PBM; (2) fitting volume percentage and fitting mean size could give better simulation to FSDs and 
mean size, respectively; (3) collision efficiency and breakage rate coefficient both show power-law 
relationship with velocity gradient, and the former decreases while the latter increases with rise of 
velocity gradient; and (4) FSD simulated by using binomial distribution gives better agreement with 
experimental data than that simulated by using binary distribution. These results contribute to a better 
understanding of application of PBM on flocculation dynamics of activated sludge.
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1. Introduction

Activated sludge process is one of the most popular 
processes used for biological wastewater treatment. In this 
process, bioflocs are formed in aeration tanks and separated 
from effluent in secondary sedimentation tank. The under-
standing on flocculation dynamics of activated sludge is ben-
eficial to design and operation of separation unit [1]. 

The mathematical modeling of flocculation process 
usually makes use of the population balance model (PBM), 
in which the dynamics are simulated by the change in floc 
size distribution (FSD) that induced by simultaneous aggre-
gation and breakage [2,3]. Generally, models only predicted 
the change in mean size of flocs and the final FSD at steady 
state when aggregation and breakage counterbalanced each 
other [4–8]. Moreover, discrepancies between the predicted 
and measured results have always been observed, and it is 
very difficult to obtain the time evolution of FSD during floc-
culation [9–11]. Different from shear-induced flocculation 
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of inorganic particles, the flocculation of activated sludge 
is effected by various factors, including the floc’s physical–
chemical characteristics and external environmental condi-
tions, such as dissolved oxygen concentrations, pH values, 
etc. [12–15]. For the application of PBM in modeling floccula-
tion process of activated sludge, the key challenge is selection 
or development of suitable kinetic expressions for aggrega-
tion and breakage of bioflocs [10]. Solving the inverse prob-
lem has been suggested as an alternative way to get a grip on 
the different expressions for aggregation of activated sludge 
[16–18]. These studies have provided valuable findings for 
where existing expressions for aggregation fail to capture the 
true dynamics of activated sludge flocculation. 

In order to achieve a good overall description of settling 
performance, PBM for flocculation is mainly used by cou-
pling the sediment transport modeling [19] or CFD model 
[20,21]. This makes the associated computational cost and 
parameters estimation should be considered in the applica-
tion. Compared with parameters for describing the steady-
state FSDs, which have always been estimated by fitting on 
the volume percentage distribution or mean size at steady 
state, parameters for the time evolution of FSDs are more dif-
ficult to obtain [11]. As a consequence, it is necessary to find a 
simplified estimation method for these parameters to reduce 
computational cost for the application of PBM.

The aim of this work is to establish a PBM-based method 
to accurately simulate the time evolution of FSD in floccula-
tion process of activated sludge. A binominal function was 
applied to describe the distribution of daughter particles 
generated from floc breakage, and the fractal dimension of 
activate sludge was coupled in the models for aggregation 
and breakage. A simplified two-step method of parame-
ters calibration was proposed: first, the ratio of breakage 
rate coefficient to collision efficiency was obtained from the 
steady-state FSD, and then collision efficiency was obtained 
from the time evolution of FSD during flocculation. 

2. Materials and methods

2.1. Experimental section

Flocculation experiments were conducted in mixing tank 
(ZR4-6, China) using aerobic activated sludge collected from 
municipal wastewater treatment plant. The volume of mixed 
liquid in tank is 1 L and concentration is 0.1 kgSS m–3. By 
adjusting the stirring speed (80–280 r·min–1), average velocity 
gradient (G) was set as 28.2–149.8 s–1, which is in the range 
of velocity gradient (20–200 s–1) in typical activated sludge 
system [4].
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where ε represents the homogeneous turbulent energy dissi-
pation rate of mixed tank and ν is the kinematic viscosity of 
suspending fluid.

The FSDs of activated sludge during flocculation 
were measured using laser particle size analyzer (S3500, 
Microtrac). After being introduced into injection port, flocs 
flowed through the sampling pipe (length = 40 cm and inner 
diameter = 1 cm) to optical measuring system. By controlling 
suitable sample flow rates, velocity gradients in sampling 
pipe were kept close to that in mixing tank to reduce the 
possible effect on FSD due to the difference of flowing shear 
(Table 1). The initial FSD of activated sludge was generated 
by mechanical breakage at stirring speed of 550 r·min–1. This 
speed corresponds to the maximum velocity gradient of 
360.3 s–1 that could be reached in sampling pipe of laser par-
ticle size analyzer.

Two-dimensional fractal dimension D2 of activated 
sludge was determined based on microscopy and image 
analysis [22]. Flocs were placed into Petri dishes and diluted 
with deionized water. The computerized microscope (XPV-
600E, China) was used to take pictures. After binary process-
ing of these pictures, pixel numbers of equivalent diameter Li 
and maximum diameter (i.e., circumscribed circle diameter) 
Lc(i) were counted [23]. The relationship between Lc(i) and Li 
can be written as:
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where LP is the primary particle size, Ai is the area of floc in 
class i, and AP is the area of primary particle. 

2.2. Models

A PBM with aggregation and breakage was used to 
describe the rate of change of the particle number concentra-
tion as follows [24,25]: 

dn v t
dt

v u u n v u t n u t du n v t

v u n u

v( , ) ( , ) ( , ) ( , ) ( , )

( , ) ( ,

= − − −∫
1
2 0

αβ

αβ tt du

b v w S w n w t dw S v n v t
v

)

( | ) ( ) ( , ) ( ) ( , )
0

∞

∞

∫
∫

+

−

 (3)

where n(v,t) is the number concentration of flocs of volume v, 
α is the collision efficiency, β(v, u) is the collision frequency 
of flocs of volume v and u, b(v|w) is the breakage probability 
density function of flocs of volume w into flocs of volume v, 
and S(w) is the breakage rate for flocs with volume of w.

Table 1
Velocity gradients in mixing tank and laser particle size analyzer used in experiments

Mixing tank Stirring speed (r·min–1) 80 150 210 280 550
G (s–1) 28.2 64.7 101.7 149.8 360.3

Laser particle size analyzer Injection flow (mL·s–1) 6.5 13 19.5 29.25 65
G (s–1) 33.1 66.2 99.3 149.0 331.0
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The first term on right-hand side of Eq. (3) represents the 
production rate of flocs with volume v due to aggregation 
between flocs of volume v – u and u. The second term denotes 
the loss of flocs with volume v due to its aggregation with the 
rest of flocs. The third term on the right describes the pro-
duction rate of flocs with volume v when larger flocs with 
volume w break into particles with volume v. The fourth term 
is the loss of flocs when it breaks into smaller flocs. 

Following the fixed pivot technique [26], the discretized 
population balance for the change in number of flocs Ni in 
class i is given by the following expression:
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where δj,k is Dirac delta function, γj,i is the breakage distri-
bution function defining the fraction of a daughter particle 
of class size i breaking from a floc of class size j, and ηi is a 
proportional coefficient assigning the fraction of the floc vi 
from the aggregate (vj + vk):
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Generally, collision efficiency α is considered as a 
constant with value of 0–1, and needs to be calibrated using 
experimental data [2,4]. Because floc collision and breakage 
occur at the same time, collision efficiency and breakage fre-
quency coefficient can be calibrated simultaneously [19]. 

Collision frequency and breakage frequency due to shear 
rate have usually been assumed to be dependent on floc size 
[4,27,28]. Considering that the maximum size determines 
more directly the interactions between flocs [29], collision 
frequency and breakage rate can be calculated from:
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where E is the breakage frequency coefficient.
The mostly used functions for daughter-particle distribu-

tion are simple binary distribution and normal distribution 
[3,27]. When a uniform computational grid, i.e., vi = ivP (vP is the 
volume of fundamental particle), was used to solve the PBM, 
the normal distribution could be approximated to a binomial 
distribution. Therefore, γj,i can be calculated from [28,30]: 
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According to Eq. (8), the higher probability of 
daughter-particle distribution occurs when the volume 
of daughter particle is close to half of original particle. 
However, the load of calculation on a uniform computational 
grid was comparatively large while the size range of flocs 
is wide (e.g., 5–1,000 μm). If a geometric grid with factor k 
(vi = kvi–1, 1 < k ≤ 2) was adopted to solve the PBM, a binomial 
distribution in another form can be used for daughter-particle 
distribution [31]:

γ j i
i j ij

i
p p i j, ( ) ( , ,..., )=








 − =−1 1 2  (9)

The shape of a binomial distribution is determined by 
class number j and parameter p, and the probability mass 
function has its peak at location j × p. Defining the parameter 
Cp to determine the location at which probability mass func-
tion has its peak, then

p i C ip= −( ) /  (10)

Assuming that the daughter particles whose volume is 
half of original floc has the highest probability, Cp can be 
calculated from [31]:

C kp = ( ) ( )log log2 /  (11)

2.3. Data transformation

The raw output of laser particle size analyzer is volume per-
centage (vol%) distribution for a given grid. However, PBM is 
formulated on number concentration basis and might use the 
other grids. Recalculation of the experimental data is required 
to make them compatible with model grid. The cumulative 
vol% distribution is first calculated from the raw vol% distribu-
tion, and then interpolated at the pivots of new grid resulting 
in the new cumulative distribution, allowing recalculation of 
vol% distribution. Besides, a volume-to-number conversion is 
needed to obtain an initial distribution to feed the model. The 
experimental data are expressed as vol%, i.e., the ratio of floc 
volume of class i (Vi) to total volume of all classes (Vf), Vi/Vf; and 
PBM is expressed as number concentrations Ni or the ratio of 
number of particles of class i to total sample volume VT. To con-
vert Vi/Vf to Ni, the total floc volume fraction Vf/VT is needed [32]:
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where X is the mixed liquid suspended solids and ρf is the 
density of flocs. C is the ratio of liquid to solid mass within a 
sludge floc:
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where ρl and ρs is the density of liquid and dry solids, 
respectively.

In this study, the total floc volume fraction for the 
sludge with X = 0.1 kg·m–3, ρl = 1,000 kg·m–3, ρs = 1,700 kg·m–3, 

and ρf = 1,040 kg·m–3 was found to be 0.10%.

2.4. Numerical solution

The integration method of Eq. (4) consists of computing 
the discrete ΔNi/Δt. A geometric grid with a factor of k = 1.6 
was used, i.e., vi ≈ 1.6 vi–1, aligning with Fibonacci series rule 
of vi + vi–1 ≈ vi+1. Integrating Eq. (4) involved computing the 
discrete ΔNi/Δt of dNi/dt values. The solution equation was 
derived using Euler method, which involved establishing 
0.1–1 s as the iterative calculation of Δt to maintain calcula-
tion stability [33]. The final state of flocculation is that floc 
aggregation and breakage counterbalance each other, i.e., 
dN/dt = 0 in Eq. (4). Connecting Eqs. (7) and (4) yield
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Eq. (15) shows the correlation between breakage rate 
coefficient E and collision efficiency α. The number concen-
tration of flocs in each class can be obtained when the ratio 
of breakage rate coefficient and collision efficiency has cali-
brated using the experimental data. 

In this work, a two-step method of parameters calibration 
was proposed:

(i)  The ratio of breakage rate coefficient to collision effi-
ciency was calibrated from the steady-state FSD. The 
volume percentage and mean size (Lmean) can be cho-
sen as fitting variables [32], so we defined the mini-
mum error for parameters calibration as:
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where n is the total number of classes of flocs, and m(i) 
and m’(i) are the measured and simulated volume per-
centage of flocs in class i at steady state, respectively. 
Lmean and L′mean are the measured and simulated mean 
size of flocs at steady state, respectively, and

L
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where Vi is the total volume of floc in class i.

(ii)  Assuming that the ratio of breakage rate coefficient 
to collision efficiency unchanged in flocculation, 
collision efficiency was obtained from the time evo-
lution of FSD. We defined the minimum error for 
parameters calibration as:
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where m(t,i) and m′(t,i) are the measured and sim-
ulated volume percentage of floc in class i at time 
t, respectively. t1 and tm are the starting and end-
ing time during flocculation process, respectively. 
Lmean(t) and L′mean(t) are the measured and simulated 
volume mean floc size at time t, respectively.

The conservation of number and volume of all particles 
should be maintained during the numerical solution of PBM. 
Flocs with different sizes can be considered as the aggrega-
tions of primary particles [33]. Assuming the floc with the 
minimum measured size is primary particle, the total num-
ber concentrations of primary particles NP can be obtained. 
We defined two indices, Ncons and Vcons, to assess the conserva-
tion of number and volume of primary particles as:
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3. Results

3.1. Steady-state FSD

The FSDs during flocculation were presented as volume 
percentage distributions. The fractal dimension D2 of acti-
vated sludge floc was estimated to be 1.83 by the best fit to 
these measured data of Lc(i) and Li (Fig. 1). 

Provided the computation time is adequate, the change 
rate of number concentration dNi/dt < 1 could be achieved 
and used to detect the proximity to the steady state of floc-
culation. Then, the ratio of breakage rate coefficient to colli-
sion efficiency could be estimated from the measured FSD at 
steady state. Fig. 2 shows the average error of volume per-
centage distribution at steady state with different collision 
efficiencies α and breakage rate coefficient E. The minimum 
error (0.0041 or less) occurs when E is directly proportional 
to α. Meanwhile, the results show that Ncons and Vcons always 
keep approximately zero during the whole simulation time 
(Fig. 3), indicating that the total number and volume of pri-
mary particles remain almost unchanged.

The simulated FSDs by fitting on volume percentage and 
mean size are similar to the measured results under different 
velocity gradient (Fig. 4). Compared with the results obtained 
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by fitting on mean size, the simulated FSDs obtained by fit-
ting on volume percentage give better agreement to the mea-
sured results. The simulated mean sizes are less than their 
measurements, whereas the simulation results of mean size 
by fitting on mean size are nearly the same as the measured 
results (Table 2).

3.2. Time evolution of FSD

The ratio of breakage rate coefficient to collision 
efficiency, E/α, represents the relationship between floc 
collision and breakage. It seems related to the factors 
influencing the flocculation except velocity gradient, such 
as sludge properties and environmental conditions. In the 
flocculation process, the flocculation balance factor might 

not change. However, the simulated FSD during floccula-
tion could vary with different collision efficiency α (or the 
value of breakage rate coefficient E). Fig. 5 shows the time 
evolutions of mean floc size using different values of colli-
sion efficiency.

In Fig. 5, the time evolutions of mean floc size under 
different velocity gradients were simulated well by using 
the optimum collision efficiency αopt estimated by fitting 
on mean floc size. Similarly, the simulation results of time 
evolution of FSD during flocculation show a good agree-
ment with the experiments by using the optimum collision 
efficiency αopt estimated by fitting on volume percentage 
(Fig. 6). However, the results demonstrate that αopt estimated 
by fitting on volume percentage is slightly different from that 
obtained by fitting on mean size. 

4. Discussion

The introduction of the ratio of breakage rate coefficient 
to collision efficiency, E/α, is helpful to simplify the 
parameters calibration, and the model parameters could be 
estimated in two steps: first, E/α is obtained from the steady-
state FSD, and then collision efficiency is estimated from the 
time evolution of FSD during flocculation. Thus, there is only 
one parameter need to been estimated in each step. Similar 
method for the first step was also applied by Mietta et al. [19], 
and the ratio of collision efficiency to breakage rate coeffi-
cient was estimated from the experimental data. 

The volume percentage or mean size can been chosen as 
the fitting variables. The relatively more accurate results of 
FSDs would be obtained by fitting on the former, and the rel-
atively more accurate results of mean size would be obtained 
by fitting on the latter. Theoretically, the simulated results of 
mean size should be more close to the measured results as 
long as the more accurate results of FSDs obtained. However, 
in this study, we found that the simulated mean sizes are less 
than their measurements by fitting on volume percentage 
(Table 2). This is mainly due to the error in simulation for vol-
ume percentage of large flocs (about L > 200 μm). Although 
these volume percentages of large flocs are relatively small, 
they make a significant contribution to the value of mean size 
calculated from Eq. (18). 

Fig. 1. Two-dimensional fractal dimension of activated sludge 
flocs calculated by fitting to Eq. (2) (the primary particles size 
LP was approximate to the pixel size 2.64 μm).

Fig. 2. Average error of volume percentage distribution with 
different collision efficiency α and breakage rate coefficient E for 
simulation of steady-state FSD under velocity gradient of 28.2 s–1.

Fig. 3. Time evolution of Ncons and Vcons during simulation of FSD 
under velocity gradient of 28.2 s–1.
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The results show that the ratio of breakage rate coeffi-
cient to collision efficiency increases with rise of velocity 
gradient (Table 2), whereas the optimum collision efficiency 
αopt (Figs. 5 and 6) decreases with rise of velocity gradient. 
In the shell-core model proposed by Kusters et al. [34], colli-
sion efficiency shows a power-law relationship with velocity 
gradient. Previous studies have also found that collision effi-
ciency decreases with increase of shear rate [4,35]. Therefore, 
the relationship between the optimum collision efficiency 
and velocity gradient can be described as:

αopt 1
1=C Gb  (23)

where C1 and b1 are constants. 
The fitting results were shown in Fig. 7. The optimum 

breakage rate coefficient was obtained by product of the ratio of 
breakage rate coefficient to collision efficiency and the optimum 
collision efficiency. The results show that the optimum break-
age rate coefficient is positively correlated to velocity gradient, 
which agrees to the conclusions of previous studies [4,27]. 

We compared the simulation results of steady-state 
FSD obtained by using binomial and binary breakage dis-
tribution (Fig. 8). For binary distribution, assuming the 
floc with volume vi breaks up into two equal size daughter 
particles, the newly formed floc is represented by assign-
ing proportional fractions to the flocs with volume vi–2 and 
vi–1. The simulation results are similar to each other, which 
is consistent with the conclusion drawn by Zhang and Li 
[3]. This agreement might attribute to the fact that bino-
mial distribution is not significantly different from binary 
distribution when the binomial distribution parameter 
Cp is calculated from Eq. (11), which would result in the 
highest generation probability of daughter particles whose 
volume equals half of original floc. However, the values 
of Err1 and Err2 obtained by using binomial distribution 
were less than that obtained by using binary distribution, 
suggesting that the simulation results of steady-state FSD 
and mean size by using binomial distribution give better 
agreement with experimental data. 

 

 

                                

 

                               

(a) G = 28.2 s-1 (b) G = 64.7 s-1

(c) G = 101.7 s-1 (d) G = 149.7 s-1

Fig. 4. Predictions of steady-state FSDs under different velocity gradients by fitting on volume percentage (vol%) and mean size (Lmean).
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(a) G = 28.2 s-1 (b) G = 64.7 s-1

(c) G = 101.7 s-1 (d) G = 149.8 s-1

Fig. 5. Time evolution of mean floc size using different collision efficiency during flocculation under different velocity gradient 
(αopt was optimum collision efficiency and E/α was obtained by fitting on mean size).

Table 2
Optimum values for parameter E/α for different velocity gradients by fitting on volume percentage (vol%) and mean size (Lmean)

G 
(s–1)

Fitting variable Calibrated values 
of parameters E/α 
(m–1·s–1)

Average error of 
volume percentage 
Err1

Simulated mean size 
(μm)

Experimental mean size 
(μm)

28.2 vol% 1,025 4.09 × 10–3 126.85 143.49

Lmean 927 5.62 × 10–3 143.44

64.7 vol% 2,611 3.90 × 10–3 115.58 132.43

Lmean 2,270 6.03 × 10–3 132.41

101.7 vol% 4,228 4.56 × 10–3 107.24 124.48

Lmean 3,770 6.24 × 10–3 124.29

149.8 vol% 7,003 5.37 × 10–3 93.21 112.56

Lmean 6,014 7.21 × 10–3 112.39
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5. Conclusions

The time evolution of FSD during flocculation process of 
activated sludge was simulated successfully by PBM, in which 
a binomial breakage function was used to describe the daugh-
ter-particle distribution and a fractal scaling relationship was 

integrated into the expressions for collision frequency and 
breakage frequency. The introduction of the ratio of break-
age rate coefficient to collision efficiency and a two-step 

   

(a) G = 28.2s-1 ( opt = 0.32, average error of volume percentage Err3 = 4.51 10-3, average error of mean size Err4 = 15.07µm) 

   

(b) G = 64.7s-1 ( opt = 0.13, average error of volume percentage Err3 = 4.54 10-3,  average error of mean size Err4 = 15.73µm) 

   

(c) G = 101.7s-1 ( opt = 0.09, average error of volume percentage Err3 = 4.79 10-3,  average error of mean size Err4 = 14.49µm) 

   

(d) G = 149.8s-1 ( opt = 0.05, average error of volume percentage Err3 = 5.62 10-3,  average error of mean size Err4 = 16.34µm) 

�  experimental data, ── simulation results. X axis: Floc size (μm); Y axis: Volume percentage (%)

Fig. 6. Simulation results of time evolution of FSD during flocculation under different velocity gradient (αopt was optimum collision 
efficiency and E/α was obtained by fitting on volume percentage).

Fig. 7. Effect of velocity gradient on collision efficiency and 
breakage rate coefficient (Eopt = E/α × αopt, ratio of breakage rate 
coefficient to collision efficiency, E/α is obtained by fitting on 
vol%, and αopt is optimum collision efficiency in Fig. 6).

Fig. 8. Comparison of model predictions of steady-state FSD 
under velocity gradient of 28.2 s–1 by using binomial and 
binary distribution (E/α = 1,025 m–1·s–1, Err1 = 4.09 × 10–3, and 
Err2 = 16.64 μm for binomial distribution, and E/α = 1,089 m–1·s–1, 
Err1 = 4.42 × 10–3, and Err2 = 19.21 μm for binary distribution).
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calibration method could simplify the parameters calibration. 
Fitting on volume percentage and mean size could give better 
simulation to FSDs and mean size, respectively. It is found 
that collision efficiency and breakage rate coefficient both 
show power-law relationship with velocity gradient: the for-
mer decreases while the latter increases with rise of velocity 
gradient; and the steady-state FSD simulated by using bino-
mial distribution gives better agreement with the experimen-
tal data than that simulated by using binary distribution. 
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Symbols

Ai — Area of floc in class i, m2

AP — Area of primary particle, m2

C —  Ratio of the liquid to solid mass within a sludge 
floc, see Eq. (14)

Cp — Binomial breakage function parameter
D2 — Two-dimensional fractal dimension
E — Breakage rate coefficient, m–1·s–1

Err1 —  Average error of volume percentage, see Eq. (16)
Err2 — Error of mean size, see Eq. (17)
Err3 —  Average error of volume percentage in 

flocculation, see Eq. (19)
Err4 —  Average error of mean size in flocculation, 

see Eq. (20)
G — Average velocity gradient, s–1

L — Floc equivalent diameter or floc size, μm
Lc —  Floc circumscribed circle diameter or maximum 

diameter, μm
Lmean — Mean floc size, μm
LP — Primary particle size, μm
m(i) — Volume fractions of flocs in class i
n — Total number of classes of flocs
Ncons —  Index for number conservation of primary 

particles, see Eq. (21)
Ni — Number concentration of flocs in class i, m–3

p — See Eq. (8)
S(i) — Breakage rate of flocs in class i, s–1

Vcons —  Index for volume conservation of primary 
particles, see Eq. (22)

Vf — Total floc volume of all classes, m3

vi — Volume of a floc in class i, m3

vP — Volume of a fundamental particle
Vi — Total volume of flocs in class i, m3

VT — Total sample volume, m3

X — Concentration of activated sludge, kg·m–3

Greek letters

α — Collision efficiency
β(j, k) —  Collision frequency between flocs of class j and 

k, m3·s–1

γj,i — Breakage distribution function
δj,k — Dirac delta function
ε — Turbulent energy dissipation rate, m3·s–2

ηi — Proportional coefficient, see Eq. (5)
ν — Kinematic viscosity, m2·s–1

ρf — Density of flocs, kg·m–3

ρl — Density of liquid, kg·m–3

ρs — Density of dry solids, kg·m–3
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