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a b s t r a c t
There has been a growing trend to develop predictive solar-desalination models via machine learn-
ing (ML) and artificial intelligence (AI) tools. However, forecasting productivities of solar stills of 
different designs remains a challenge that can be overcome by establishing regression correlations 
via built-in and pre-existing ML toolboxes. Herein, the author developed accurate supervised pre-
dictive ML models for the productivity predictions in a double-slope still based on literature exper-
imental results. Training datasets were constructed from the earlier observations (inputs/outputs) 
from various designed passive and/or active solar stills which were used to treat brackish water or 
wastewater with 45% TDS. A semi-proportional relationship between water-glass temperature 
(Tw – Tg) and water distillate was established with a minimum statistical error. The relationship 
proposed that an increase in both Tw – Tg and basin temperature (TB) would result in the maxi-
mum distillate at time 14:00. The regression models (FGSVM, EBoT, SEGPR) showed that they had 
the least achieved root mean square error (RMSE) of <138 indicating their reliability to accurately 
predict the distillate amounts in double-slope designs. The high accuracy of the SEGPR trained 
model with (R2 = 1) and the very low RMSE < 8 showed the capability of the model to predict 
the performance in similar solar-desalination systems. Yet, the FGSVM was found to be more 
reliable in predicting Tw – Tg whereas that the stepwise linear regression (SLR) better predicted 
the TB pattern against the water distillate. This work suggests the importance of both the FGSVM 
and the SLR models for water outputs predictions which can pave the way towards establishing 
a unified theoretical tuning-parameters model to maximize the performance and the distillate 
water in double-slope solar stills.
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1. Introduction

The current problem of securing enough freshwa-
ter for the increasing population remains unsolved due 
to the constant and scarce available freshwater sources 
which have been estimated to be only around 1% of the 
total earth’s water surface [1,2]. The excessive production 
of industrial wastewater has never been in today’s sky-
rocketing rates owing to the high demands for technol-
ogy and consumer products from various water-related 
manufacturing and industrial processes [3]. Thus, find-
ing alternatives to the expensive membrane technologies 

via the emerging solar-desalination and solar distillation 
will help in covering the increasing world’s demands for 
freshwater and water supply for industrial uses [3–5].

Solar distillation systems can be categorized as (i) direct: 
referring to the use of directly absorbed solar (radiation) 
energy in solar stills, and (ii) indirect: referring to the use of 
converted solar-to-thermal energy or solar-to-photovoltaic 
energy like in thermal and membranes systems [6]. The 
discovery of the interesting water distillation technology 
named “solar stills” since the late 19th century [7,8], which 
emerged into the water manufacturing and supply market 
in the last few decades, was found to be promising as an 
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alternative to the expensive membranes technology. The 
possibility of utilizing free and environmental-friendly 
energy provided by solar radiation for the water distilla-
tion is a breakthrough since no wastes are produced and 
no further energy is needed, reducing potential costs in 
using solar stills for desalination [7,8]. The water solar- 
distillation replicates the nature manner of “rain” by the 
recurring condensation/evaporation process of water [9]. 
The produced distilled water is usually potable with a very 
high quality due to the complete removal of total dissolved 
solids (TDS), inorganic, and organic contaminants [10].

Considering the direct passive solar stills for water dis-
tillation is a common practice due to their simple system 
design and ability to improve the water productivity in sin-
gle slope solar stills via thermal insulation, energy storage 
medium, and solar radiation absorption [6]. Solar radiation, 
wind speed, surrounding temperature and air humidity, 
feed water temperature (or glass/water temperature differ-
ence), basin surface area, top-cover inclination angel, glass 
transparency for solar rays, and the desired feed flowrates 
(or maximum allowable water levels in the tank) are some 
of the important controlling factors needed to be taken into 
account for the optimization of the solar still productivity [9].  
Among these parameters, the wall insulation film thickness 
(1–5 cm), the water depth (2–3.5 cm), the solar intensity, and 
the ambient, the water, and the vapor temperatures were 
found to critically impact the performance of direct passive 
solar stills. These parameters were previously examined 
experimentally and correlated to the performance via 
mathematical models with good prediction accuracy [11].

Wang et al. [12] observed that the saltwater tempera-
ture, the basin temperature, and the solar radiation were 
among the most important predictors (40.87%, 32.43%, and 
18.2%, respectively) for productivity prediction in tubular 
solar stills. In terms of the design, the single slope solar still 
was found to be more effective than a pyramid-shaped still, 
with a 30% higher yield in winter, due to the minimized 
escape of absorbed radiation energy from the large surface 
cover [13]. Moreover, Cuce et al. [6] created a novel non- 
insulated solar distillation unit using a sensible medium 
for energy storage coupled with a passive booster reflector 
and found that total water productivity of 2,197.4 ml/week 
was achievable from the passive design with the sensible 
medium energy storage. But, the water productivity exclu-
sively depended on the thermal insulation and the cooling 
for the aperture glazing and external structure which would 
drive up condensation-evaporation rates by minimizing 
heat losses and enhancing convective coefficients.

However, the utilization of solar radiation for solar 
stills and/or power conversion is still not widely industri-
alized due to the relatively high installation costs and low 
conversion rates. There should be more innovative research 
on the application of supervised machine learning (ML) 
and cross-validation (CV) techniques. This would help in 
materials selection [14], solar harvesting [15], and the appli-
cation of solar-desalination via developing novel technol-
ogy methodologies capable of comprehensively analyzing 
available literature datasets and patents designs. Such cre-
ated algorithms can facilitate the advancement in the field 
of solar-desalination technologies for the commercialization 
of large-scale solar stills which will benefit the community, 

the companies’ technical R&D centers, and the business 
sectors [16].

ML is an alternative way of dealing with complex non-
linear problems [17] such as prediction of the solar still pro-
ductivity [18], rather than using the conventional numerical 
analysis and the inaccurate complex regression models [19]. 
Based on real experimental data, the conventional methods 
which were utilized for the prediction of the still perfor-
mance included: (i) numerical models based on solutions 
of differential equations of heat and mass transfer [20,21], 
(ii) regression models capable of predicting the relationship 
between multi-dependent variables (inputs) and the inde-
pendent output [22,23], and (iii) trained models constructed 
from the ML and artificial intelligence (AI) toolboxes which 
were used for the energy and solar-desalination systems. 
The ML/AI analysis gave accurate predictions for the pro-
ductivity and thermal efficiency as compared to the data 
resulting from the conventional regression or linear models 
[24,25]. Predictions from the non-linear trained ML models 
were found to be much accurate than those from the mul-
tilinear regression (MLR) models, showing the potential of 
such ML/AI toolboxes.

A major problem in solar stills is the low productivity, 
where many previous studies [26–30] attempted to increase 
the still productivity that is a prime design target which 
would ensure maintaining the solar still design simplic-
ity and operation feasibility (economic-wise). Thus, there 
has been a growing trend for using ML and AI models for 
creating complex computational simulators or numerical 
models capable of solving environmental engineering-re-
lated problems. Mashaly et al. [31] established an artificial 
neural network (ANN) algorithm for the construction of a 
mathematical model as a useful and valuable tool meant 
to determine solar still productivity. Passive solar still fed 
with agricultural drainage water was studied to predict the 
instantaneous thermal efficiency. The ANN model predicted 
the experimental results accurately with minimum errors 
confirmed from the coefficient of determination (R2 = 0.96), 
proving that it was possible to apply ANN to establish a 
general model for estimating the water productivity [31].

However, forecasting the performance or the water 
output of solar stills with various designs (or based on dif-
ferent surrounding conditions) remains a challenge to be 
investigated via the built-in and freely available ML tool-
boxes. This is because the solar still productivity depends 
on many parameters that need to be considered both 
implicitly and explicitly to ensure model adequacy for pre-
dicting the distillation efficiency to treat saline water from 
various sources [31]. In the simplest case, a solar still sys-
tem can be modeled based on the common explicit and/or 
experimentally measured parameters (e.g., the water-glass 
temperature, the basin temperature, etc.) which can be used 
as independent variables correlated to the water distillates 
(as the only dependent variable) using various supervised 
ML regression learners.

Herein, the author created a framework to develop a 
supervised model with high prediction accuracy for the 
water productivity in double-slope solar stills based on 
the available built-in ML tools (MATLAB) and previous 
experiments. Collected data were taken from previously 
conducted experiments in a double-slop solar still which 
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were utilized for the treatment of (i) brackish water with 
high contents of sodium carbonates (40% soap solution), 
or (ii) wastewater of reverse osmosis (RO) plant with 45% 
TDS; with/without reflectors and/or phase change materi-
als (PCM) [32]. The water-glass temperature difference and 
the basin temperature were correlated to the still outputs 
using various ML models to select the reliable models that 
would have the minimum statistical errors. Input variables 
included the following: the basin (TB), the glass (Tg), the 
water (Tw) temperatures, and the average water-glass tem-
perature difference (Tw – Tg) which were correlated to the 
water distillates. A thorough comparison between the differ-
ent trained/tested model results was established to evaluate 
the performance of the developed models. The most reliable 
and promising models were then selected for further analy-
sis to choose the optimum model that should predict simi-
lar results to those results found from experiments (testing) 
for forecasting the water productivity in double-slop solar  
stills.

2. Emergence of ML/AI predictive solar-desalination 
models

Knowledge-based ML can provide fast and precise 
predictions for solar-desalination systems and cost-effec-
tive designs based on previously proposed frameworks. 
Potential designs like water-in-glass evacuated tubes for 
solar water heaters are possibly feasible via system optimi-
zation using ML tools. A good framework consists of both 
a predictive model and datasets as screening candidates 
(testing), which require a combination of computational 
and experimental case studies for efficient designing and 
optimized performance of the solar-desalination systems 
[33]. There should be a clear understanding of the devel-
oped mathematical modeling methodologies for solar- 
desalination in the different classes of solar stills before 
carrying out such ML prediction analysis [34]. However, 
it is also necessary to have both high availabilities of data 
and powerful computational algorithms to perform highly 
accurate predictions. The ANN and gradient boosting 
regression trees (GBRT) were found to be the most accu-
rate models in predicting solar conversion across five 
different sites in Sweden [35]. Li et al. [36] developed 
ML models using >300 ensemble data points to optimize 
material composition, design strategies, and performance 
of perovskite-based devices from studying structural sta-
bility [14]. The model predicted the maximum theoretical 
limit showing the promise of ML to provide an insight-
ful understanding of the associated physical phenomena 
in the areas of energy engineering [36].

Theoretically, simple models of solar-desalination sys-
tems can be obtained from a comparison of analytical results 
with experimental data to express the long-term changes in 
water productivity [37,38]. Srivastava et al. [39] found from 
their computational work that there was an evident relation-
ship between water temperatures and distilled output as a 
function of solar insolation, which impacted water levels 
and basin temperature. Another established mathematical 
model matched the experimental results in predicting that 
the maximum efficiency from a solar still was usually in the 
early afternoon due to the high solar radiation, where the 

ambient temperature and/or the solar intensity were both 
proportionally related to the solar productivity [11].

Sohani et al. [40] employed ANN for design enhance-
ment of a solar desalination system using the obtained 
experimental data of a one-year operation. Four inputs 
were considered (ambient temperature, wind speed, sun’s 
radiation, and water depth in the basin) and were correlated 
with only two outputs (water temperature and distillate) in 
the modeling analysis from the input-output relationship. 
Annual error analysis of the created models showed that the 
error for prediction of the daily water production was in the 
range of 2.41%–5.84%. High heat transfer rates were main-
tained using a flat-plate solar collector insulated with glass 
wool with blackened bottom-side (basin) solar still to max-
imize the solar absorption. Prediction behavior and accu-
racy of the created ANN models differed based on the used 
structure type, namely feedforward, backpropagation, and 
radial basis function structures. Results showed that both 
feedforward and backpropagation types had the highest 
R2 > 0.96 indicating their potential for the estimation of the 
hourly water production and water temperature. Therefore, 
adopting such proven models in the future analysis will 
save time and costs using numerical computational anal-
ysis rather than experiments to recommend the optimum 
design before experimentations.

Moreover, the non-linear ANN and random forest (RF) 
ML regression methods were previously used for tubular 
solar still [12] to generate prediction models for the esti-
mation of productivity. The built models were further opti-
mized with the Bayesian optimization algorithm (BOA) 
from adjusting the hyperparameters. The RF is a supervised 
ML algorithm that consists of many decision trees combined 
into one model meant to improve statistical results [12].  
Results of the established models were compared with 
those obtained from the MLR model with average 
productivity of 4.3 L/(m2 d). The ANN model achieved opti-
mal predictions with very high accuracy confirmed from 
determination coefficients (R2 > 0.997) and was found to be 
much accurate than the MLR models. However, the RF was 
found to be a more stable model achieving better perfor-
mance predictions than the ANN+BOA. In both cases, the 
models accurately predicted hourly production closer to 
true experimental observations [12]. Such models hold the 
promise in forecasting productivity from effective design-
ing to achieve the highest distillate outputs [11]. These 
models were attained through exploiting ML/AI tools for 
easy simulation and optimization leading to efficient and 
economical systems for maximum distillate outputs [12].

2.1. Stepwise linear regression

Stepwise linear regression (SLR) works by regressing 
multiple variables while removing the weakest variables 
with low impact on the studied (predicted) parameter, fol-
lowing the general formula shown in Eq. (1); where Y is 
the predicted (dependent) parameter, Xi (i = 1, 2, …, n) is 
the predictor (independent variable), β0 is the intercept, βi 
(i = 1, 2, …, n) is the coefficient on the ith predictor [31]. 
A fitted distribution was carried out by an automatic pro-
cedure to have only those variables which best explain the 
correlation requiring a normal distribution behavior [41].  
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The addition or subtraction of a variable from the set of 
explanatory variables could be developed by a series of 
T-tests or F-tests performed via starting the test with either 
all available predictor variables or with no predictor vari-
ables to predict estimated outputs errors [41–43]. The ordi-
nary least squares (OLS) method [43] identified the optimal 
values of βn from finding the parameters that minimized 
the sum of the squared errors (MSE), as shown in Eq. (2), 
where yi is the actual value and y�i is the predicted value [44].
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2.2. Support vector machines

Support vector machines (SVM) analysis was first iden-
tified by Vladimir Vapnik and his colleagues in 1995 [45] as 
a nonparametric statistical regression technique relying on 
kernel function and parameters selection. Cross-validation 
learning and gradient descent learning were some of the 
primary methods which were commonly used for kernel 
optimization and parameters selection. Considering a mixed 
kernel function strategy would result in models with decent 
learning ability for generalization purposes [46]. The pre-
dictor parameters and the response should be selected and 
analyzed carefully, respectively, from the training detests. 
Such selection would ensure having models with minimum 
errors and highest accuracy from finding a flat function f(x) 
with ε as the maximum deviation from yi for each training 
point x [47]. In other words, the function should have at most 
ε-deviation from the target from convex optimization based 
on three constraints and a tradeoff complexity. Typically, 
the goal should to find a regression function: f: RD → R:

y f x x bT= ( ) = ( ) +ω φ  (3)

Knowing the following definitions, ω is a weight vec-
tor, φ(x) is a selected function for data mapping of x from a 
low dimension to a high dimension space, and b is an up or 
down numeric value. SVM regression adopts ε-insensitive 
function, where training data were assumed to follow a 
linear trendline with an accuracy associated with the ε 
value. Thus, function minimization might be optimized 
by converting the problem to an objective function as 
shown in the following [48]:
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where ξi, ξi
* is the relaxation factor, which should be 

equal to 0 when there is no error in the fitting. The first 

term (left term) of the function shown in Eq. (4), for optimi-
zation purposes, allowed generalizing the model from the 
improved fitting smoothness. The second term (right term) 
of the function shown in Eq. (4) reduced the error and that 
when C > 0, there would be errors in the estimated regres-
sion with penalty indicated by the error ε [46]. The structure 
of the SVM regression is shown in Fig. 1. There should be 
an appropriate selection of the model that determines the 
most suitable kernel function for the data characteristics 
[48]. This would ensure accurate training based on the con-
structed kernel function type and relevant parameters [46].

2.3. Decision trees and ensemble

The decision tree built regression models from obser-
vations of datasets attributes or predictors (represented 
in the branches as a decision or terminal nodes) to reach 
conclusions about the numerical target variable con-
tinuous values (represented in the leaf nodes). It broke 
down the datasets into smaller and smaller subsets while 
simultaneously developing incremental associated deci-
sion trees. Regression trees approximated real-valued 
functions which were built through a process known as 
binary recursive partitioning [49]. This is an iterative pro-
cess that split the data into partitions with the continu-
ous splitting of each partition into smaller groups as the 
regression moves up each branch. The goal was to select 
the split that minimize the sum of the squared deviations 
from the mean in the two separate partitions [49–51]. 
Further, ensemble methods via bagging (bootstrap aggre-
gating) offered strong models and better selection for very 
large datasets. This is usually carried out via successively 
training models to concentrate on records receiving inac-
curate predictions, where predictors were combined by 
a weighted majority vote. Trained datasets were gener-
ated from random sampling and taken as inputs for the 
regression trees to calculate the average from used models 
and determine the predictions of the new data [50–52].

3. Methods and equations

The solar still datasets were gathered from previous 
experimental results found in the literature [32]. The col-
lected datasets included measurements of the still basin, 
glass cover, and water temperatures against the water 
distillates from 10:00 to 16:00. The collected datasets cov-
ered six different solar still experiments (with or without 
reflectors and/or PCM) which were conducted at Solapur 
(Maharashtra) in India using a double-slope design and 
a basin area of 0.62 m2 with a highest recorded efficiency 
of ~42.1% [32]. The solar still productivities were deter-
mined by calculating the cumulative amount of collected 
water over the selected period. The temperatures of water, 
basin, and glass were measured using thermocouples which 
recorded the temperatures with the corresponding dis-
tillate outputs at 1 h intervals [32].

The collected original datasets containing 48 num-
bers were expanded to 144 numbers from correlating the 
same distillate outputs to ±0.1 of the original Tw, Tg, and TB 
(taking advantage of the non-considerable, but inevitable 
experimental errors). This approach of datasets expansion 
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by a 3-fold allowed us to have a better ML training/testing 
analysis. The curated datasets were then divided randomly 
into two groups: 80% for training and 20% for testing to 
check the validity and reliability of the built ML models in 
predicting the water distillates in double-slope designs (from 
being related to the pre-recorded Tw, Tg, and TB from the 
experimental results found in the literature [32]).

Various supervised ML regression learners from the 
toolbox in MATLAB [53] were selected in training/testing 
labeled datasets. Linear, tree regression, SVM, and Gaussian 
process regression models (GPRM) were utilized to estab-
lish the trained models with a CV of 50-fold [53–56]. It is 
worth mentioning that the defined dependent variables 
(inputs) include: (i) basin temperature (TB); (ii) average 
water temperature (Tw); (iii) inner-side glass temperature 
(Tg_in); (iv) outer-side glass temperature (Tg_out); (v) average 
glass temperature (Tg); and (vi) water-glass temperature dif-
ference (Tw – Tg). The only investigated output was the water 
distillate which was correlated to the studied inputs includ-
ing the Tw – Tg as the focus of our ML analysis. Identifying 
the correlation between Tw – Tg and the water distillates 
is important to understand the impact of the water-glass 
temperature differences on the evaporation/condensation 
rates in solar stills. The daily radiation and the other atmo-
spheric parameters such as wind velocity and humidity 
were not involved in our ML analysis since the collected 
datasets were taken from experiments carried out at the 
same location/time [32]. The water quality parameters of 
the feed and the distillate including the initial concentration 
of TDS, pH, alkalinity, hardness, chlorides concentration, 
and turbidity were listed in the earlier work [32] since these 
parameters were crucially important to evaluate the water 
safety standards for safe human consumption [57].

The trained models used in predicting the still distillate 
(in systems with or without reflectors and/or PCM) were 
utilized in the testing analysis of different supervised ML 
models. The training datasets (80% from the curated data) 
consist of seven matrices of [123 × 1], each matrix represent-
ing an input parameter or the distillate (output). This is also 
equivalent to saying that a one [123 × 7] matrix was curated 
considering the mentioned inputs and the distillate output 

to relate Tw – Tg to the water productivity. The Testing data-
sets had the same inputs and were taken as 20% from the 
curated data to predict the known distillate for checking 
trained model accuracy.

For the assessment of the models’ prediction abil-
ity, it is quite common to measure the models’ validity 
via various statistical metrics including coefficient of 
determination (R2), mean square error (MSE), root mean 
square error (RMSE), mean absolute error (MAE), and 
residual; which were calculated using their mathemati-
cal definitions in Eqs. (6)–(10) [58–60]. Knowing that the 
observed value is symbolized as xo,i and/or xo; xp,i and/
or xp refer to the values predicted by the ML model; pre-
dicted value xo is the experimentally obtained or observed 
value from averaging; xp  is the theoretically estimated or 
predicted value from averaging; and n refer to the data-
sets size or number of experimental observations. RMSE 
and MAE metric numbers (ranging from 0 to ∞) allowed 
us to demonstrate more accurate prediction results 
where more similarities arise between the trendlines of 
both experimental and predicted samples with high R2 
(reaching an identical pattern when R2 = 1) [31]. Once 
the regression learners were trained, the statistical errors 
(e.g., RMSE, R2, MSE, MAE) were then obtained from the 
different trained models and compared with one another.
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Fig. 1. Schematic diagram of SVM regression, adapted from [46].
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The selection of the best models (e.g., SLR = Stepwise 
linear regression, FT = Fine-Trees, MT = Medium-Trees, 
FGSVM = Fine-Gaussian-SVM, EBoT = Ensemble-Boosted-
Trees, EBaT = Ensemble-Bagged-Trees, SEGPR = Squared-
Exponential-Gaussian-Process-Regression) were carried 
out by checking whether the R2 > 0.7 or not and by pre-
dicting the distillates from the testing datasets. Only those 
models which met the previous conditions were kept 
for further analysis to compare their predicted response 
patterns and residuals (from the testing datasets) to the 
observed experimental results (from the training datasets). 
Lastly, the FGSVM (R2 > 0.95) trained model was chosen 
for in-depth analysis against the SLR (R2 > 0.68) to show 
the promise behind selecting support vector machines as 
regressors when compared with stepwise linear regres-
sors. Fig. 2 shows a flowchart illustrating the development 
and selection of the optimal supervised ML models for 
accurate prediction of distillates correlated with Tw – Tg.

4. Results and discussion

The FGSVM and the SLR regression models have been 
utilized to estimate the solar still distillates. The trained 
FGSVM model showed high accuracy of prediction as 

compared to the SLR model due to its higher R2 and lower 
statistical errors (RMSE and MAE), as shown in Fig. 3A 
and B. Testing datasets had also confirmed the mod-
el’s reliability in predicting the water distillates (Fig. 3C). 
Testing results showed that the FGSVM model correctly 
predicted most of the distillate outputs with only two out-
liers (Fig. 3D). Conversely, the SLR model had many out-
liers and was not considered as a good model built from 
training 80% of the datasets.

Moreover, the other supervised ML trained models (e.g., 
FT, MT, EBoT, EBaT, SEGPR) suggested that the different 
tried models had not perfectly predicted distillate outputs 
when compared with the observed distillates yellow line 
in Fig. 4A. However, there was an exception in which the 
SEGPR trained model was able to correctly predict each 
distillate value owing to its ideal (R2 = 1) and very low 
RMSE < 8. The other models including the FT, MT, and EBaT 
trained models had shown the most outliers due to their 
more scattered values of [predicted vs. observed], indicated 
by the deviation of predicted values from the linear ideal-
ity or the plotted linear line [observed:predicted] = [1:1], 
Fig. 4B. The residuals of the trained models from Fig. 4C 
were also in good agreement with the obtained training 
prediction results. This explained the found low accuracy 
of the utilized regression trees training models in com-
parison to the ideal FGSVM and SEGPR gaussian training 
models for predicting water distillates.

According to the testing datasets analysis, the SEGPR 
and EBaT models showed the least number of outliers in 
their distillate prediction for the testing datasets, Fig. 4E. 
These results were also in agreement with the observed 

Fig. 2. Flowchart for developing and selecting optimal supervised machine learning (ML) models for accurate prediction of 
distillates correlated with water-glass temperatures.
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model trends over the tested pattern sequence as shown 
in Fig. 4D. None of the trained models were able to pre-
dict the last few points of the testing datasets because of 
the previously observed deviation in the training models. 

Despite that the SEGPR training model had perfect predic-
tions, the model was still unable to accurately predict the 
observed distillates for the testing datasets due to the rec-
ognized differences in patterns. Nevertheless, the SEGPR 

Fig. 3. Comparison between (observed vs. predicted) distillate values using FGSVM and SLR models: (A) and (B) from training 
datasets; (C) and (D) from testing datasets.

Fig. 4. Comparison between (observed vs. predicted) distillate values using FT, MT, EBoT, EBaT, and SEGPR models with their 
obtained residuals: (A)–(C) from training datasets; (D)–(F) from testing datasets.
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had shown the expected least residuals (i.e., prediction 
errors) among the other tested models as illustrated in 
Fig. 4F. Similarly, residuals of the predicted distillates for 
the FGSVM and the SLR trained models and their testing 
were calculated and plotted in Fig. 5A and B, respectively. 
The FGSVM training and testing residual results were very 
close to the zero value indicating fewer prediction errors 
than the errors observed from the SLR model. The less 
scattered results of the FGSVM in Fig. 5B were found to 
be closer to the zero lines and with very few outliers con-
firming the model reliability. The author was able to pre-
dict the relationship between Tw – Tg and water distillate 
from the testing datasets and based on the experimentally 
observed and ML prediction models, as shown in Fig. 5C 
and F. It is worth mentioning that these results were taken 
from 10:00 to 14:00 from the experiment datasets reported 
in the literature [32]. Data fitting in Fig. 5C was done using 
the “ORIGIN Software” with a third-order polynomial tool 
function which gave us R2 > 0.74. There was a semi-pro-
portional relationship between Tw – Tg and water distil-
late whereas that a noticeable increase in the water-glass 
temperature difference resulted in the maximum water 
distillate at time 14:00. The exponential fitting of the data 
in Fig. 5F with [R2 > 0.94 for ‘observed and FGSVM’ and 
R2 ≈ 0.75 for SLR], showed an increase in outputs with TB.

The correlation between Tw – Tg and the water distillates 
was initiated from the plotted training trends of dependent 
(distillate) and independent (Tw – Tg) parameters, as shown 
in Fig. 5D. The distillate outputs should be proportionally 
related to Tw – Tg. This relationship was observed from the 

trained datasets in Fig. 5D with only three outliers at the 
overestimated Tw – Tg = 23°C which correspond to the low 
distillate outputs of ~1,100 mL. However, the rest of the 
training pattern was accurate showing the expected pro-
portionality which was validated using the trained mod-
els for the testing datasets generating a similar pattern as 
shown in Fig. 5E. Note that the testing patterns sequence 
from 1 to 7 (or 8 to 14, 15 to 21) in Fig. 5E were attributed 
to the time from 10:00 to 16:00 with a 1 h increment. It was 
noticed that the distillate outputs increased after Tw – Tg 
took place with the distillate curve being super-positioned 
by 2 points (or 2 h from 14:00 to 16:00). This delay for the 
highest outputs, based on the testing analysis, might.

be attributed to the fact that the water evaporation/
condensation process takes some time to be accelerated at 
higher temperatures. Once the Tw – Tg is at its peak, water 
vapors will take some time to reach the dew point or drop-
let formation. Water droplets form with vapor condensation 
(the dew point) at which the still inner or basin temperature 
is much higher than the surrounding temperature facil-
itating the water to glass evaporative heat transfer coeffi-
cient (hewg). To sum it up, there should always be high inci-
dent solar radiation to raise Tw higher than the relative Tg 
or the glass (or cover) temperature. Such high differences 
in temperatures should be favored to boost water evapo-
ration and reach the dew point (condensation) promoted 
by the high hewg for increased water productivity [57].

As mentioned, the predicted relationships between 
Tw – Tg and/or TB against water distillate based on the 
FGSVM and the SLR trained models are shown in Fig. 5C 

Fig. 5. Residuals of FGSVM and SLR regression models for selected (A) training and (B) testing datasets; (C) Predicted rela-
tionship between Tw – Tg and water distillate based on FGSVM and SLR trained models (using third-order polynomial fitting); 
the observed relationship between the independent variable (Tw – Tg) and the dependent variable (distillate) found in (D) train-
ing and (E) testing datasets; (F) Predicted relationship between TB and water distillate based on FGSVM and SLR trained models 
(using exponential fitting; y = axb).
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and F, which were plotted using a third-order polynomial 
and an exponential fitting in ORIGIN, respectively. The 
FGSVM trained models were found to be more reliable 
for Tw – Tg against water distillate, whereas the SLR mod-
els predicted almost a similar pattern (superposition) for 
TB against water distillate; suggesting that both models 
were valid to consider when it comes to the prediction of 
water outputs based on water, glass, or basin temperatures 
in such double-slop solar still systems. The calculated sta-
tistical errors of the various applied regression models 
which were used in the prediction of water distillates are 
shown in Table 1. The FGSVM, EBoT, and SEGPR showed 
the least possible mean square errors indicating the reliabil-
ity of these ML models for accurate predictions of future 
datasets from double-slope passive or active solar stills.

5. Conclusion

This work laid out novel statistical techniques for the 
development of highly accurate predictive supervised ML 
models for the water productivity in double-slope solar 
stills based on previous experimental datasets. The model 
development was initiated via training the collected data-
sets from earlier conducted experiments in double-slope 
solar stills (η~42.1%) for the treatment of brackish/waste-
water containing 45% TDS. Input variables were taken as 
the basin temperature (TB), the glass (Tg), and the water 
(Tw) temperatures which were trained/tested against their 
experimentally observed water distillates (output) for 
prediction of the water productivity. A semi-proportional 
relationship between the water-glass temperature differ-
ence (Tw – Tg) and the water distillate was established. A 
noticeable increase in Tw – Tg and TB parameters resulted 
in the maximum water distillate at time 14:00. The FT, 
MT, and EBaT trained models had the most outliers show-
ing low accuracy of regression trees. The FGSVM trained 
model was found to be more reliable than the SLR models 
for Tw – Tg against the water distillate. This observation was 
linked to the FGSVM [trained vs. tested] calculated residu-
als which were very close to the zero value indicating fewer 
prediction errors. A highly accurate predictive model with 
(R2 = 1) and low RMSE < 8 was created using the SEGPR 
training for the prediction of the distillate. However, the 
FGSVM and the SLR models were found to be more reli-
able in predicting Tw – Tg against the water distillate and TB 
against the water distillate, respectively. The built trained 

models can be further optimized by using inputs as the water 
flowrate, the insulator properties, and the surroundings 
(environmental) conditions for more accurate predictions. 
Such theoretical models would guide us towards tuning 
the correct parameters correlated with the convective, the 
evaporative, and the radiative coefficients for maximizing 
the distillate-water outputs in double-slope solar stills.

Nomenclature (i.e., abbreviations, notation and units)

Abbreviation/unit

ML — Machine learning
CV — Cross-validation
AI — Artificial Intelligence
MLR — Multilinear regression
ANN — Artificial neural network
RO — Reverse osmosis
PCM — Phase change materials
TB — Basin temperature
Tg — Glass temperature
Tw — Water temperature
Tw – Tg —  Average water-glass temperature 

difference
RF — Random forest
BOA — Bayesian optimization algorithm
SLR — Stepwise linear regression
γ — Predicted (dependent) parameter
Xi — Predictor (independent variable)
β0 — Intercept
βi — Coefficient on the ith predictor
OLS — Ordinary least squares
MSE — Mean square error
yi — Actual value
y�i — Predicted value
SVM — Support vector machines
f(x) — Regression function f: RD → R
x — Training point
b — Numeric value (up or down)
ω — Weight vector
φ(x) —  Function to map data x from low-to-

high dimensional space
ε — Training data fitting accuracy
ζi, ζi* —  Relaxation factors equal to zero with no 

fitting errors
C > 0 —  Extent of the penalty for a sample out of 

error ε

Table 1
Statistical errors of various applied regression models for the prediction of Tw – Tg and water distillates

Model SLR FT MT FGSVM EBoT EBaT SEGPR

RMSE 298.59 174.25 296.48 117.39 138.18 241.22 7.70
R2 0.68 0.89 0.69 0.95 0.93 0.79 1.00
MSE 89,158 30,362 87,902 13,781 19,093 58,186 59.29
MAE 230.64 102.98 205.75 84.75 96.09 187.18 4.03

SLR = Stepwise Linear Regression, FT = Fine-Trees, MT = Medium-Trees, FGSVM = Fine-Gaussian-SVM, EBoT = Ensemble-Boosted-
Trees, EBaT = Ensemble-Bagged-Trees, SEGPR = Squared-Exponential-Gaussian-Process-Regression; Cross-Validation (CV): 50-fold; 
The author considered that reliable models should have minimum MSE or RMSE with R2 > 0.90, which were shown in bolded numbers 
for the best three found regressions models.



H.A. Maddah / Desalination and Water Treatment 244 (2021) 1–1110

GPRM — Gaussian process regression models
Tg_in — Inner-side glass temperature
Tg_out — Outer-side glass temperature
Tg — Average glass temperature
R2 — Coefficient of determination
RMSE — Root mean square error
MAE — Mean absolute error
FT — Fine-Trees
MT — Medium-Trees
FGSVM — Fine-Gaussian-SVM
EBoT — Ensemble-Boosted-Trees
EBaT — Ensemble-Bagged-Trees
SEGPR —  Squared-Exponential-Gaussian-Process-

Regression
xo — Observed value
xp — Predicted value
xo — Averaged observed values
xp — Averaged predicted values
n — Number of observations
hewg —  Water to glass evaporative heat transfer 

coefficient
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