Water wave decay and run-up in the numerical water wave tank
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Abstract

Wave is a common phenomenon in the sea environment, which is closely related to ships and ocean engineering. This work is based on ANSYS FLUENT 18.0 and the numerical wave tank (NWT) with water wave-making and wave wave-eliminating module were established. Using the user-defined functions program in the solver, velocity inlet boundary, and piston-type wavemakers have been implemented. The second-order Stokes water wave has been simulated and compared. The water wave elimination is employed by modifying the source term of the momentum equation in the wave elimination region (End of the tank). Finally, the character of water wave decay in the NWT was analyzed, and the verification of run-up in the water wave tank has been presented by the standard calculation proposed by the International Towing Tank Conference.
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1. Introduction

The wave surface is the interface between water and air that changes with time and is impermeable to each other in the numerical viscously water wave tank. Since the flow velocity in the flow field is much smaller than the speed of sound, both air and water can be treated as an incompressible fluid. Actually, the effort of the numerical method of generating wave is to use the numerical simulation method to reconstruct the free surface shape and position with time and the wave is according to the corresponding wave theory. The virtual wave tank (Numerical Wave Tank, NWT) for complex offshore structures by numerical simulation will be able to obtain detail information of the flow field that cannot be obtained by the physical model test [1].

Wave-making and wave-elimination are key technologies in the establishment of NWT. In recent years, researchers have conducted a lot of work on the wave-making and wave-eliminating methods in the NWT. Prasad [2] used ANSYS CFX and the piston-type wavemaker method for the simulation of the regular wave. The accuracy of the numerical method is verified by comparison with the experimental results; Zou [3] and Liu [4] used a moving boundary to simulate the motion of wavemaker, and successfully generated regular waves; Peng et al. [5] adopted the wave-making and wave-eliminating technology by adding source terms to the momentum equation, and numerically simulated linear and nonlinear waves; Li et al. [6] studied the complete nonlinear wave-structure interaction of fixed floating structures under regular and irregular waves in a two-dimensional NWT by the piston-type wavemaker; Xin [7] compared the wavemaker of BEM with that of the piston-type wavemaker based on FLUENT, the simulated results of two-dimensional viscous NWT agree well with those of BEM; Guo et al. [8] simulated the interaction between irregular waves and seawall based on Navier-Stokes equation and Smagorinsky turbulence model, and solved the reflection wave by analytic relaxation method; Finnegan [9] used ANSYS CFX as...
a platform to establish a rocker-type numerical tank based on the Navier-Stokes equation, and analyzed the velocity of the fluid particle and the applicable possibility of the tank; Wang et al. [10] proposed three kind of damping functions to describe the variation of damping in the elimination area and summarize the relevant laws when studying the regular wave elimination problem under different conditions; Fan et al. [11] verified the accuracy of the NWT using velocity inlet wavemaker and damping source term based on the OpenFOAM; Chen and Hsiao [12] established two-dimensional numerical tank by mass source wave-making and damping wave-eliminating technology, and extended it to three-dimensional wavemaker. The results show that the method can effectively generate and eliminate waves in the tank. Although there are many methods for generating and eliminating waves, the NWT cannot avoid the wave decay problems because of viscosity and numerical dissipation. Yang and Shi [13] mentioned that the wave decay problem is common in NWT, especially in short-wave simulations, and the influence factors of wave decay are obtained through theoretical analysis; Liu et al. [14] studied the wave decay in two-dimensional condition by the piston-like wave-making; Zhao et al. [15] used the same method to find the rule of wave decay and to obtain the corrected technology.

When the wave meets the structure, a significant run-up will occur near the structure due to the interaction. The wave run-up will likely create green water and slamming, which may cause damage to the structure. In the design of marine structures, it is necessary to ensure that the structure has sufficient deck height, however, deck height increased will result in costs and other stability issues, and it is useful to estimate the wave run-up. Although many researchers predicted successfully the run-up and air gap by used potential flow theory, it is not accurate enough as the viscosity effect has been considered. With the development of computing technology, it is possible to predict the run-up and air gap by used viscous flow theory. Research carried out a detailed experimental study on wave run-up and the air gap response of semi-submersible platforms [16]. A predicted the negative air gap of the semi-submersible platform [17]. A studied the near-field interaction effect of a four-column semi-submersible platform based on the viscous flow theory [18,19].

The present work will set a numerical water wave tank based on the commercial software ANSYS FLUENT. Both velocity inlet boundary and piston-type wavemaker will be using the user-defined functions (UDF) in the paper, it can be loaded by FLUENT to achieve the functionality which the user wants to have. The user can code functions using the C computer language based on the FLUENT command. The boundary conditions, the momentum equation source terms, and the phase distribution can be set. The UDF commands used in this paper have the module of DEFINE_PROPERTY, DEFINE_SOURCE, and DEFINE_CG_MOTION.

In this work, we will use the above module to write the wave-making and the wave-eliminating function of the NWT. The results will be verified and analyzed by the two kinds of wave-making methods, velocity inlet boundary, and piston-type wavemaker. Then based on the established numerical water wave tank, the wave decay problem in the tank is studied by the piston-type wave-making method. Finally, based on the standard examples presented by the International Towing Tank Conference (ITTC), the accuracy of Run-up on the specified cylinder in the NWT are compared and verified.

2. Numerical water wave tank and boundary condition setting

2.1. Numerical model and mesh discretization

The numerical water wave tank was built based on the fluid analysis module in ANSYS FLUENT 18.0. The total length of the tank is 60 m, width is 6 m, water depth is 6 m, and the height of the air part is 2 m. The left of the tank is set for wavemaker, the right is provided as a wave-eliminating region with a length of 20 m and the middle of the tank is a working area for capturing wave height and run-up on the cylinder. The entire wave tank is shown in Fig. 1.

The computational domain is meshed by ANSYS ICEM. The grid is divided into at least 35 parts along the wave propagation direction in each wavelength, encryption is adopted in the region where it is close to free surface, and the diverging grids are used where the place is away from the free surface. In addition, the size of the grid is gradually increased along the wave propagation direction in the wave-eliminating area, and the wave energy dissipation can be increased. The meshing of the XOZ plane is shown in Fig. 2.

2.2. Boundary condition setting

In fact, the setting of boundary conditions is not exactly the same when using different wave-making methods. In general, the upper boundary is taken as a pressure-inlet, the bottom boundary is a wall, the left, and right side boundaries are set as symmetry. The setting of the left-end boundary of the wave-making area and the right-end boundary of the wave-eliminating area needs

![Fig. 1. Sketch of numerical water wave tank.](image-url)
to be adjusted according to the wave-making method and models. The other boundaries are also adjusted accordingly to the calculation which can be performed stably.

- **Inlet conditions**

  The inlet condition, which belongs to a virtual condition, it should be set based on the wave theory at the entrance.

- **Wall conditions**

  For non-sliding rigid wall, the velocity of fluid flow on the rigid wall is 0 when the wall is stationary.

- **Symmetry conditions**

  For the problem of the physical symmetry of the flow field, the computational complexity can be reduced by setting the symmetrical boundary. On the symmetrical boundary conditions, the fluid is impermeable.

- **Outlet conditions**

  The computational domain is limited in size, so there must have fluid inflow and outflow in the process of calculation. It ensures that the density, velocity, and pressure remain unchanged at the outlet for the simulation.

  The velocity component in the flow field is calculated from time \( t = 0 \) s. The pressure-velocity coupling method is solved iteratively by used the Pressure Implicit Split Operator method. Wave generation at the left-end boundary can be implemented by the UDF in the ANSYS FLUENT. The basic parameters of the simulation case are shown in Table 1.

### 3. Numerical methods of wave-making and wave-eliminating

In the NWT, wave-making and wave-eliminating technologies are considered as a basic problem for open boundary simulation. If the end of the tank is a solid wall, there is no need to set the wave-eliminating condition. The wave-making methods are as follows: (1) Velocity inlet boundary, the velocity components in the horizontal, and the vertical direction are inputted directly according to the wave theory. (2) Similar to physical wavemaker, for example, the piston-type wavemaker which can generate wave by simulating the wave-making plate motion. (3) Source wave-making method, the method can be divided into the mass source and momentum source wavemaker, implement wave generation by modifying the source term of the momentum equation. In addition, the types of wave-eliminating methods are artificial transmission boundary, porous medium and artificial damping wave elimination. The previous study used the improved artificial damping wave-eliminating method to simulate wave propagation in the tank [20,21]. A two-dimensional sketch of the NWT is given in Fig. 3, the inlet boundary for wavemaker is on the left side of the tank, the right side of the tank is for the outlet boundary, and the middle part of the tank is the work area, the virtual wave height monitor can be set to output the time history results at the specified location.

#### 3.1. Velocity inlet boundary wavemaker

The velocity boundary wavemaker is presented by setting the velocity at a specified point at the inlet boundary continuously based on corresponding wave theory. The wave then will propagate in the NWT. The linear wave equation for a finite water depth can be given by Eq. (1).

\[
\eta = A \cos(kx - \omega t + \phi)
\]  

The corresponding velocity distribution can be obtained in Eqs. (2) and (3).

\[
u = A \omega \frac{\text{sh}k(z + d)}{\text{sh}kd} \cos k(x - ct) \text{ in x direction}
\]  

\[
w = A \omega \frac{\text{sh}k(z + d)}{\text{sh}kd} \sin k(x - ct) \text{ in z direction}
\]

where \( A \) is amplitude, \( \omega \) is circular frequency, \( d \) is water depth, \( c \) is wave speed, \( k \) is wave number, \( u \) is velocity

### Table 1

Parameters of the wave simulation case

<table>
<thead>
<tr>
<th>Wave height H/m</th>
<th>Wavelength λ/m</th>
<th>Time step Δt/s</th>
<th>Time t/s</th>
<th>Initial turbulent energy k/m² s²</th>
<th>Rate of turbulent dissipation ε/m² s²</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.14</td>
<td>8</td>
<td>0.01</td>
<td>40</td>
<td>0.001024</td>
<td>2.5799ε⁻³</td>
</tr>
</tbody>
</table>
component of the horizontal direction, and $w$ is velocity component of the vertical direction.

When using the velocity inlet wavemaker, firstly, we need to set the wave-making zone as the velocity inlet and to set the velocity component of the linear wave as the inlet conditions of the NWT. This work uses UDF programming provided by FLUENT and the UDF predefined macro is DEFINE_PROFILE (name, thread, index). In this work, the aim is to simulate waves accurately, the code to capture the wave surface is also included in the UDF, which is the macro DEFINE_PROFILE (vof_function, thread, index).

By setting the wave height monitor of 0.5 and 1.0 $\lambda$ always from the inlet boundary in the tank, we obtained the time history results and compared with theoretical values in Fig. 4. It shows that the two curves are very close and almost have the same trend.

We can see from Fig. 4 that the wave will be stable after certain period propagation in the tank. We also can find that the wave height has attenuation, and the troughs will decay faster than the crest. In addition, we find that the wave elevation both at the crest and at the trough is bigger than the theoretical values while the input velocity-type wavemaker is used. This phenomenon will become obviously when the simulated case of wave height is increased. The main reason for this phenomenon is caused by the unequal flow between the inlet and outlet boundary, it may be improved by velocity correction at the outlet boundary or setting an additional flow out condition for the outlet boundary, it mostly depends on the numerical experience. Although there have some problems with the velocity inlet boundary wave-making method, the accuracy, and simple implementation are better than other methods when we simulate a linear wave. Therefore, this method is still a popular wave-making tool and is widely used in the NWT.

3.2. Similar with physical wavemaker

3.2.1. Linear wave theory and results

The imitation of physics wavemaker is also called the dynamic boundary wavemaker, it is applied by simulating the motion of the piston, there are two main types of wave-making machines, flat-type and piston-type wavemaker, however, the piston-type wave-making method...
is easier to implement and the piston-type wave-making method is used more frequently for NWT with finite water depth. For linear waves, Eq. (6) can be obtained by Eqs. (4) and (5), and linear wave profile in the time domain can be obtained by theoretical calculation.

The formula of the piston-type plate displacement:

$$X(t) = -\frac{S}{2} \cos(\omega t)$$ (4)

The formula of the plate speed:

$$U(t) = \frac{S_0}{2} \cos(\omega t)$$ (5)

The formula of wave height:

$$\eta(x,t) = \frac{H}{2} \cos(kx - \omega t)$$ (6)

According to the wave-making theory of linear wave, it satisfies the relationship of Eq. (7) between the motion displacement $S_0$ of the plate and linear wave height $H$:

$$\frac{H}{S_0} = \frac{4 \sinh^2(kd)}{2kd + \sin(2kd)}$$ (7)

where $k$ is the wavenumber and $d$ is the water depth of the calculation domain.

For the piston-type wavemaker, the left boundary of the wave-making area and the right boundary of the wave-eliminating area are both set as a rigid non-slip wall, and the other settings are consistent with the velocity boundary. The wave-making plate is one degree of motion in $x$ direction, which can be implemented by the macro of DEFINE.CG_MOTION (piston, dt, vel, omega, time, dtime), as presented in the Appendix A. In order to find the stable results and avoid the unstable initial condition, it is necessary to add a smoothing function (modulation function) in the first two periods of the piston motion, which can be described by Eq. (8), where $T$ is motion period of the plate.

$$Fuc = \begin{cases} \frac{\text{time}}{2T}, & \text{time} \leq 2T \\ 1, & \text{time} > 2T \end{cases}$$ (8)

The numerical simulation of the linear wave can be done according to the above setting, and the time history of wave height at a specified position is shown in Fig. 5. Compared with the velocity inlet boundary wave-making method, the wave history, present here, is more stable and does not have the phenomenon to upraise the wave height. Moreover, the piston-type wavemaker is used to simulate wave and structure interaction problem, which has less affection by the reflected waves [22,23]. We will use this method for the verification of Run-up prediction later.

3.2.2. Second-order Stokes wave theory and results

When the wave nonlinearity cannot be ignored, a significant error will occur when using the piston-type wave-making method to simulate a steep wave. Therefore, higher-order wave-making modes must be summarized to simulate nonlinear waves. In Madsen’s wave-making experiment [24], it was found that the small-amplitude wave

![Fig. 5. Comparison of wave elevation by piston-type wavemaker with the theoretical values. (a) 0.5λ and (b) 1.0λ always from left boundary.](image-url)
was generated by the linear piston-type wave-making theory, it contains the second-order wave component, which causes the wave unstable during the propagation. Madsen revised the formula of the piston-type plate motion and the updated plate motion has been verified by experimental test. The displacement of the second-order wave-making plate is described in Eq. (9).

\[
X(t) = -S \left[ \cos(\omega t) + \frac{H}{2dn} \left( \frac{3}{4\sinh^2 kd} - \frac{n}{2} \right) \sin 2\omega t \right] 
\]

In order to make the dynamic mesh more stable and avoid the error in the first-cycle wave-making period, the phase angle has been changed and the wave is in the sine format for input. The formula is presented in Eq. (10).

\[
X(t) = S \left[ -\sin(\omega t) + \frac{H}{4dn} \left( \frac{3}{4\sinh^2 kd} - \frac{n}{2} \right) \sin 2\omega t \right]
\]

Here: \( n = \frac{1}{2} \left( 1 + \frac{2kd}{\sinh 2kd} \right), S = \frac{Hn}{2\tanh kd}. \)

The formula of wave height can be obtained in Eq. (11).

\[
\eta(x, t) = \frac{H}{2} \cos(kx - \omega t) + \left[ \frac{kH^2}{16} \left( 2 + \cosh 2kd \right) \right] \sinh(kx - t)
\]

According to the second-order wave-making theory proposed by Madsen, the motion function of the plate is coded in the UDF, and the second-order Stokes wave can be simulated by moving the boundary. In order to verify the method in this paper, the numerical model and calculation parameters were set according to the parameters in the Madsen experiment. The water depth, the period of plate motion, the amplitude of plate motion and the Ursell number are chosen \( d = 0.38 \text{ m}, S = 0.061 \text{ m}, T = 2.75, \) and \( Ur = 27.2, \) respectively. The small-amplitude wave is stimulated by both the linear piston wave-making method and the second-order wave-making mode according to the above parameters.

In Fig. 6, the time history of wave height at a specified point \((x = 5 \text{ m})\) has been presented. It can be seen that the result is inaccurate while the linear piston-type wave-making method is used, and the nonlinear effect is obvious as shown in Fig. 6a. The results have been greatly improved when the second-order wave-making mode is adopted and the stable results can be obtained, as shown in Fig. 6b. We also can find that the stable results agree well with experimental data, as shown in Fig. 7.

### 3.3. Numerical methods of wave-eliminating

#### 3.3.1. Momentum source wave-eliminating

The basic principle of the momentum source wave-eliminating method is applied by adding an artificial damping source term to the momentum equation. It is called an artificial damping method. In the NWT, the momentum equation can be rewritten as Eqs. (12) and (13).

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial z} = f - \frac{1}{\rho} \frac{\partial p}{\partial x} + \mu \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial z^2} \right) \mu(x)u
\]

\[
\frac{\partial w}{\partial t} + u \frac{\partial w}{\partial x} + v \frac{\partial w}{\partial z} = f - \frac{1}{\rho} \frac{\partial p}{\partial z} + \mu \left( \frac{\partial^2 w}{\partial x^2} + \frac{\partial^2 w}{\partial z^2} \right) \mu(x)w
\]

Here, \( p \) is pressure, \( \mu \) is the viscosity coefficient, \( f_{x} \) and \( f_{z} \) are the source item, represents the components of each vector rectangular coordinate system in the \( x \) and \( z \) directions, \( \mu(x) \) is the coefficient for wave elimination, it has many types, the most common of which are linear and exponential. The damping coefficient for the linear type is given in Eq. (14).

![Fig. 6. Time history of wave elevation at x = 5 m for linear and second-order piston motion. (a) Linear piston wave making method and (b) second-order wave making mode.](image-url)
3.3.2. Porous medium wave-eliminating

Porous medium wave elimination is a kind of pseudo-physical elimination, which is adding a momentum decay source term in the momentum equation and setting a porous medium region in the calculation region. The source term format is in Eq. (16).

\[ S_i = -\left( \frac{\mu}{\alpha} v_i + C_2 \frac{1}{2} \rho |v_i| \right) \]  

In the formula, the first term is the viscous loss term, $1/\alpha$ is the viscous drag coefficient, the second term is the inertia loss term, $C_2$ is the inertia drag coefficient, $C_2$ can be determined by Eq. (17).

\[ C_2 = \frac{k\rho}{\alpha} \frac{x_2 - x_0}{x_2 - x_1} x_0 < x < x_2 \]

where $x_1$ and $x_2$ are the starting and ending positions of the wave-eliminating area, respectively. $\rho$ is the porosity factor.

Since the porosity has a great influence on wave elimination and is not easy to control for a porous medium wave-eliminating method, therefore, the momentum source method is adopted in this section. Fig. 8 is the snapshot of the free surface after the calculation result is stable, it can be found that good results can be obtained by the method in this paper, and the surface almost reaches the still level due to the wave elimination of the damping zone at the end of the tank. Fig. 9 shows the wave profile with different time, it can be clearly seen from the figure that the damping zone is working to eliminate the wave and the wave energy has been dissipated.

4. Convergent study of the NWT

It is found that the decay of wave will occur and become seriously, whether the velocity boundary wave-making or the piston wave-making method.

In fact, in the process of simulating waves in the NWT, wave decay mainly exists in the two aspects of numerical decay and physical viscosity decay. The physical viscosity is decayed due to the influence of physical viscosity during the wave propagation, while the theoretical value of the wave surface is based on the potential flow theory, ignoring the viscous effect. The numerical decay probably derived from the following aspects: mesh size, solution format of volume fraction, free surface reconstruction scheme, and discretization scheme. In this paper, the linear wave with the wave height $H = 0.14$ and the wavelength $\lambda = 8 \text{ m}$ is analyzed and studied.

4.1. Mesh size

It is well known that the refinement of free-surface meshes can improve the accuracy of numerical results. A recent study mentioned that the number of mesh nodes should be greater than 10 in the wave height direction [27]. Mesh nodes in the wave height region are fixed to 15, and then three cases will be considered: the mesh ratio (length/width) is 1/3, 1/6, and 1/12. Fig. 10 shows the comparison of the time-history results with different mesh ratios at a specified point (0.5 $\lambda$ always from the left boundary). It can be seen that when the ratio of the mesh is 1/12, the wave decay is obviously serious than that of 1/6 and 1/3.

4.2. Solution format of volume fraction

When solving the multiphase flow problem using the volume of fluid (VOF) method, the Fluent provides two solutions to solve the volume fraction: Implicit and Explicit.
When using the explicit solution to solve the problem, the volume fraction of the current time step is calculated from the calculation results of the previous time step, thus the time step should not be small enough. When the implicit solution is adopted, the volume fraction is a function of other quantities in the present time step. Both solutions have their own advantages, the explicit one can capture the wave surface more accurately, but due to the limitation of Coulomb number when setting the time step, a smaller time step must be set. If the time step size is too large, the Courant number will always be greater than 1 in the calculation, and the calculation will be distorted. When implicit one is used to solve the problem, the time step is not affected seriously by the Courant number, thus the calculation efficiency is accelerated. Therefore, Fluent clearly points out in the User Guide that the explicit solution is more accurate when it is concerned about the calculation process and the accuracy of the wave surface. The implicit formulation can satisfy the requirement when only the computational results are concerned, such as the force and motion of the structure. The detailed description of the two solutions can be found in the Fluent Theory Guide. Fig. 11 shows a comparison between numerical simulation results and theoretical values. It can be seen that the explicit solution has good accuracy and the significant numerical decay can be found when the implicit solution is used.

4.3. Free surface reconstruction schemes

Free surface reconstruction means reconstructing the geometry of the free surface in the process of spatial discretization. Based on VOF method, the following technologies can reduce numerical decay: geo-reconstruct, high resolution interface capturing (HRIC), and compressive interface capturing scheme for arbitrary meshes (CICSAM).

Fig. 12 shows the time history results for different interface reconstruction schemes at a specified point (0.5 λ always from left boundary). It can be seen that Geo-reconstruct and improved HRIC have better results than CICSAM. However, Geo-reconstruct is not applicable when an implicit solution is used. If the condition is not limited, the Geo-reconstruct scheme can be used for the NWT, otherwise, the HRIC scheme should be adopted.

4.4. Discretization schemes

Discretization scheme is an interpolation method for solving the quantities and their derivatives. It has first-order schemes and second-order schemes. The first-order scheme includes the central differential scheme, the first-order...
upwind scheme, and the exponential scheme. The second-order scheme is developed on the basis of the first-order scheme. The difference between the first-order scheme and the second-order scheme is that it not only uses the upstream node quantity but also uses the upper node. It means that the calculation accuracy of the second-order scheme is better than the first-order scheme.

Fig. 13 is the comparison between the theoretical values and the numerical results for different discretization schemes. It can be seen that the simulation accuracy of the second-order scheme is similar to the first-order scheme for the present case, however, the computational time of the second-order scheme is obviously longer than the first-order upwind scheme under the same time interval. If the computational conditions are allowed, the higher-order discretization scheme has an advantage to the first-order upwind scheme in the numerical simulation. It should be pointed out that the numerical results of high-order and low-order are similar if the ratio of mesh is relatively small. However, we always need to control the density of the mesh for wave-body interaction cases, which will result in a bigger ratio of the mesh. Therefore, the high-order discretization scheme will be adopted and can obviously improve the calculated accuracy.

5. Numerical analysis of wave decay along in the tank

In this paper, the related problems of wave decay in the working region of the tank have been analyzed. The NWT with a length of 70 m and a water depth of 15 m is setup, and the decay of the water waves under several linear incident waves is investigated. Detailed parameters are shown in Table 2.

In order to analyze the wave decay along the length of the tank, the wave height monitor is set at \( x = 5, 10, 20, 30, 40 \) m from the wave-making boundary. Fig. 14 shows the wave decay procedure. Fig. 15 shows the relative attenuation ratio varying with wavelength.

We can find that the relative attenuation speed of the wave reduces with increasing wavelength as the short wave attenuation is significantly faster than the long waves. Therefore, the short wave is more sensitively affected by viscous and numerical models under the same fluid and solver. This conclusion is very useful for wave-structure interaction in field of ship and ocean engineering. Most of the simulation should consider the wave compensation when we set the inlet boundary condition, otherwise, we cannot have exact input wave conditions at the working region.
6. Numerical verification of the tank by Run-up on the cylinder

The practical model is used for the simulation, the main dimension of the rectangular tank for the calculation is 921.6 m × 230.4 m × 300 m, as shown in Fig. 16. The radius of the cylinder is 16 m, the draft is 24 m, and the cylinder has been placed at 300 m away from the wave-making piston-type plate. We set the zone with 1.5 times of wavelength for wave elimination.

6.1. Domain discretization and boundary conditions

The structured grid is used to discretize the whole domain. In order to improve the stability of the dynamic mesh and avoid negative meshes during the calculation, it is necessary to do that the mesh size is consistent in the wave-making area. To satisfy the requirement of standard wall conditions, it is necessary to encrypt the mesh near the cylinder. In this case, the first layer of the grid is set to 0.01 m, which can meet the requirements of simulation. The total number of grids is 1.34 million, as shown in Fig. 17.

In the experiment [28,29], wave-height gauges are installed around the cylinder to capture the wave Run-up. The exact location of the virtual wave-height monitor in this simulation is same with the experiment. Details and locations are presented in Table 3 and Fig. 18. The parameters of the incident wave are given in Table 4. The boundary conditions and initial conditions in the numerical simulation are consistent with those mentioned above, wavemaker and wave-eliminating method are, respectively, performed by the piston-type wavemaker and artificial damping wave elimination.

6.2. Numerical results and discussion

Figs. 19 and 20 present the wave Run-up at A3, B3, and C3 in the time domain for incident waves I and II, respectively. From the numerical results, the highest Run-up occurs at 58 s, and then the results will be stable gradually. It means that the model with the corresponding setting in this work can obtain stable results in time domain.

We also can find that it has sudden change at the trough at position C3 when incident wave is Wave II, as shown in Fig. 20. It has the same phenomena with the experiment results given by Trulsen and Teigen [24]. According to the
experimental data by Morris–Thomas, this phenomenon is called the secondary crest phenomenon, that is, the waves on both sides meet behind the cylinder, and the wave superposition will act on incoming waves, the secondary crest

![Fig. 17. Mesh of the domain for run-up simulation. (a) Mesh distribution for the domain and (b) Mesh distribution from top view.](image)

<table>
<thead>
<tr>
<th>Series number of wave-height monitor</th>
<th>Distance to the cylinder (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.05</td>
</tr>
<tr>
<td>2</td>
<td>9.47</td>
</tr>
<tr>
<td>3</td>
<td>12.75</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
</tr>
</tbody>
</table>

![Fig. 18. Schematic diagram of wave-height gauges.](image)

![Fig. 19. Time history of wave elevation at the prescribed point (Incident wave type is Wave (I). Wave-height monitor (a) A3, (b) B3, and (c) C3.](image)
phenomenon will appear at the trough. This shows that the model established here can deliver the information in consistent with experiment.

Figs. 21 and 22 show the comparison of the calculated values at the monitoring points with the results of the WAMIT based on the potential flow theory and the experimental values provided by Trulsen and Teigen [24]. The accuracy of the present numerical calculation agrees well with the experimental data. It is worth mentioning that the waves acting on the cylinder will have a vortex behind it, which will affect the wave Run-up, however, this effect cannot be captured by the theory based on potential
flow, thus the simulation results by potential theory shows a significant error with viscous flow theory and physical test.

Fig. 23 shows the wave Run-up ratio at a different angle from A2 (180°) to E2 (0°), while the wave period is same and wave steepness is 1/30 and 1/16, respectively. It can be seen that the maximum wave Run-up will appear at the point A2 at 180°. It is in the front surface of the cylinder and faces to the incident wave, but the minimum values of wave Run-up will appear at the point D2 (45°). Comparing the maximum values of wave Run-up with two different wave steepness, we can find that the bigger wave steepness the bigger wave Run-up will be presented while the incident wave period is fixed.

Fig. 24 shows the snapshot of wave profile in one wave period (81–89 s) of incident wave II. It can be seen that the fluid accumulated in front of the cylinder and wave Run-up will be occurred. The fluid passed the cylinder with the crest of wave, and will also generate wave Run-up at behind, however, the behind value is less than the front one. This conclusion is consistent with the experiment.

![Graph](image1)

Fig. 23. Non-dimensional wave Run-up at virtual probes A2–E2. (a) Wave I and (b) Wave II.

![Images](image2)

Fig. 24. The snapshots of wave profile around cylinder at specified time. (a) At $t = 81$ s, (b) $t = 83$ s, (c) $t = 84$ s, and (d) $t = 89$ s.
Table 4
Parameters for regular wavemaker

<table>
<thead>
<tr>
<th>Series number of incident wave</th>
<th>Wave height (m)</th>
<th>Period (s)</th>
<th>Wave steepness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wave I</td>
<td>4.22</td>
<td>9</td>
<td>1/30</td>
</tr>
<tr>
<td>Wave II</td>
<td>7.9</td>
<td>9</td>
<td>1/16</td>
</tr>
</tbody>
</table>

7. Conclusions

In this paper, two different wave-making methods are used to analyze the NWT. The advantages and disadvantages of velocity inlet boundary and piston-type wavemaker are presented and the numerical results have been compared with theoretical values. It is found that the wave simulated by the piston-type wave-making method is more accurate and the stability is higher than the velocity inlet boundary. The wave energy will be lost during propagation as viscosity effect and numerical dissipation. Then, the problem of wave decay along the numerical water wave tank is analyzed. The result shows that the rate of wave decay reduces with increasing wavelength as the short wave attenuation is significantly faster than the long waves. It means that the short wave is more sensitive than longwave during numerical simulation in the NWT. Finally, the interaction between wave and the fixed cylinder is analyzed based on the standard model provided by ITTC committee. Compared to the solutions by potential theory, the calculated results agree very well with the experimental data and the flow phenomenon is same as the experiment. It indicates that the present NWT with attached UDF has good accuracy, which can be used to simulate and analyze the complex flow problem, such as air gap and multi-column interaction.
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Appendix

A1 DEFINE_CG_MOTION

```c
#include<stdio.h>
#include"udf.h"
#define A    0.07
#define pi  M_PI
#define LW    8
#define g   9.81
#define h    6
#define L0  40.0
#define L1  60.0

DEFINE_CG_MOTION(ban_moving, dt, cg_vel, cg_omega, time, dtime)
{
    real u = 0;
    real ww = 0;
    real kk = 0;
    real S = 0;
    real T = 0;
    real cc = 0;
    kk = 2.0*pi/LW;
    cc = sqrt(g*tanh(kk*h))/kk; /*wave velocity*/
    ww = kk*cc;                 /*circle frequency*/
    T = 2.0*pi/ww;
    S = 0.5*A*(2*kk*h+sinh(2*kk*h))/pow(sinh(kk*h),2);
    if(time <= T)
    {
        u = ww*S*time*cos(ww*time)/(2*T);
        cg_vel[0] = u;
    }
    else
    {
        u = ww*S*cos(ww*time)/2;
        cg_vel[0] = u;
    }
}

DEFINE_SOURCE(xom_source,c,t,dS,eqn)
{
    real x[ND_ND];
    real source;
    real mu;
    C_CENTROID(x,c,t);
    if(C_U(c,t)<= 0)
    {
        mu = 2*pow(LW,0.5)*pow(((x[0]-L0)/(L1-L0)),2)*C_R(c,t);
        source = -mu*C_U(c,t);
        dS[eqn] = -mu;
    }
    else
    {
        mu = 0;
        source = 0;
        dS[eqn] = 0;
    }
    return source;
}

DEFINE_SOURCE(zom_source,c,t,dS,eqn)
{
    real x[ND_ND];
    real source;
    real mu;
    C_CENTROID(x,c,t);
    mu = 10*pow(LW,0.5)*pow(((x[0]-L0)/(L1-L0)),2)*C_R(c,t);
    source = -mu*C_W(c,t);
    dS[eqn] = -mu;
    return source;
}
```