Effects of forced input on the performance of direct contact membrane distillation
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ABSTRACT

The effect of the input dynamics on the membrane distillation performance is studied employing an experimentally validated model. Alteration of the cold stream flow rate relative to the hot stream flow rate demonstrated a profound impact on the process dynamics, hydrodynamics, and heat-transfer mechanism. The process exhibited a variable dynamic response to fluctuation in feed temperature and flow rate. For example, the fundamental time constant can be from 0.3 min for step changes in the feed flow rate orating at feed temperature of 50°C to 18 min for step changes in the feed temperature operating at a flow rate of 500 L/h. Forcing both flow rates as opposite rectangular waves indicated enhancement of the accumulated gain output ratio (GOR) and the recovery ratio (RR). On an accumulative basis, GOR can improve by 60% and RR by 80%. Furthermore, decreasing the cycling frequencies of both flow rates can further improve the performance. Maximum performance enhancement was achieved when an equal period of oscillation of 5 min is utilized for both streams where GOR approaches 1 and RR 16%.
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1. Introduction

Water and energy are currently the most vital commodities for human life. The demand for these resources increases exponentially because of the rapid increase and expansion of population and industrialization. The global demand for portable water was ~4 × 10^9 m³ in the year 2000, and it is expected to grow by 58% in the year 2030 [1]. This growing demand requires a projected expansion of the desalination capacity. However, all the currently employed and projected desalination technologies, namely the multistage flash (MSF), multiple-effect distillation (MED), and reverse osmosis (RO), are energy-intensive methods. Hence, the expected expansion of the water desalination technology will impose additional constraints on the energy consumption and environmental impacts associated with brine discharge. It is expected that the energy consumption due to planned desalination projects will grow to 2.4 GWh by 2030 [1]. Therefore, to maintain future sustainability, more energy-efficient desalination techniques must be pursued. Recently, membrane distillation (MD) technology emerged as a promising alternative because of its various attractive features including being powered by low-grade energy sources [2–6]. Studies demonstrated MD ability to treat high salinity solutions [2,6]. MD combines thermal and membrane technologies for the separation of pure water from a saline solution. Direct contact MD (DCMD) is a generation of MD that has recently attracted significant
research interest and is implemented in multipurpose applications [3,7,8]. It is believed to afford a high gain output ratio (GOR), compared to other MD configurations, if effectively tuned [9]. Despite the appealing characteristics of the MD process in general, the widespread commercialization of MD is still limited because of some limitations. Mainly fouling, membrane wetting, and low recovery ratio ($R$) have been identified as main shortcomings [2–4,10–12]. Nevertheless, small-scale MD plants, for water production, are being set up in several locations [3,13]. Despite the recent commercialization of low-capacity MD systems, further investigations are necessary to promote its widespread and large-scale applications [5,13].

Resultantly, the literature is flooded with diverse investigations covering different aspects of the MD technology to address its limitations and promote it as an inexpensive, reliable, and dependable desalination method that can compete with the main conventional technologies. For example, the utilization of MD technologies in the purification of brackish and seawater has been extensively studied, experimentally, and theoretically [3,4,10,11,14,15]. Different approaches, such as integrating the MD modules with heat recovery devices [9,16,17], recirculating brine to magnify the effect [18], and adopting the multistage concept [16,20] were proposed and assessed to enhance the MD performance. Many researchers have considered the hybridization of MD with low-grade energy resources [21–23]. Recently, researchers began to address the dynamic modeling and transient analysis of its process [24–27]. These studies can be considered among the pioneers in the development of fundamental mathematical equations to describe the unsteady-state behaviors of standard MD processes. Ali et al. [28] and Ali et al. [29] compared different structures of the transient models. Nevertheless, most of the reported works in this regard were focused on developing, validating, and testing the transient models. It is valuable to further study the dynamic behavior of the MD process that enhances its operation and performance. For example, one can design optimal feed trajectories, implement safe startup and shutdown procedures, optimally operate the unit, employ fluctuating and/or intermittent energy sources, and design and apply robust control systems to reject unforeseen disturbances. Conversely, operating a pressure-driven membrane process, such as RO, employing a cyclic regime, results in enhanced mass flux [30]. This can be ascribed to the fact that a fluctuating flow rate or pressure promotes turbulence and contributes to the decrease of the concentration polarization and fouling [31–33]. Gustafson et al. [34] studied the effect of an intermittent energy source on MD performance. However, their study focused on the process structure and employed a steady-state model. In MD processes, both the concentration and temperature polarizations degrade their performance. However, according to Diez and Gonzalez [35], the temperature polarization exerts a significant influence on the mass transfer while the concentration polarization exerts a negligible impact. Inspired by the success of cycling the flow rate for RO performance, it was fitting to apply the same strategy to suppress the effect of temperature polarization (TPC) on the MD mass flux. Equally interesting is to investigate whether the forced input changes affect the concentration polarization (CP) as in the RO process.

Most studies focus on the steady state behavior ignoring the dynamic variation of the performance due to the inherent internal transient lag of the process. The internal dynamic lag stems from the length of the module and interrelated mass and heat transfer phenomena. The dynamic lag may propagate when adding the external lag induced by piping and instrumentation hence degrading the performance during the transient. Ignoring the effect of dynamics may lead to the erroneous design of the power system which is characterized by transient behavior such as the solar and wind energies. Therefore, the scope of this work is to study the effect of unsteady alternating inputs on the MD process to assess its dynamic behavior and performance which help identify the best operational practice and highlight the operating conditions that may degrade its performance. Moreover, this work aims at improving the temporal process performance utilizing periodic input functions. The input fluctuation may act as a turbulence promoter and mitigate the impact of poor mixing and temperature polarization similar to the concept of adding baffle and/or spacer [36,37].

2. Dynamic model of the MD process

The detailed formulation of an unsteady-state model of the DCMD unit was developed and validated in previous works [28,29,38]. Hence, only a summary of this model will be presented here. Basically, the dynamic model was developed by considering the unsteady-state heat balance around a hypothetical cell (Fig. 1a). Therefore, considering that the MD module (Fig. 1b) consists of $n$ homogeneous, equally sized cells, the following mathematical expression could be written for the entire cells [28,29,38]:

$$\frac{\nu}{n} \rho C_p \frac{dT}{dt} = m C_i \left( T_{hi,i} - T_i \right) + \left( j_s h_i + h_s \left( T_{hi,i} - T_{ci,i} \right) \right) \Delta x l$$  \hspace{1cm} (1)

$$\frac{\nu}{n} \rho C_p \frac{dT}{dt} = m C_i \left( T_{hi,i} - T_i \right) + \left( j_s h_i + h_s \left( T_{hi,i} - T_{ci,i} \right) \right) \Delta x l$$  \hspace{1cm} (2)

Assuming a pseudo-steady state (PSS), the water and salt balance could be written as follows:

$$m_i = m_{v,i} - m_{w,i}$$  \hspace{1cm} (3)

$$m_{c,i} = m_{c,i} + m_{w,i}$$  \hspace{1cm} (4)

$$C_{v,i} = \frac{m_{v,i}}{m_{v,i}}$$  \hspace{1cm} (5)

\[
(1 \leq i \leq n) \quad \text{for } i = n \rightarrow T_i = T_{v,i} ; \quad T_{c,i} = T_{w,i} \\
\text{for } i = 1 \rightarrow T_{v,i} = T_{v,1} ; \quad T_{c,i} = T_{c,1} ; \quad m_{v,i} = m_{v,1} ; \quad m_{w,i} = m_{w,1} ; \quad C_{v,i} = C_{v,1}
\]

Note that $m_{v,i}, m_{c,i}, T_{v,i}$, and $C_{v,i}$ are the process inputs while $T_{w,i}$ and $T_{c,i}$ are the process outputs.
The feed salinity ($C_s$) was fixed, at $3 \times 10^4$ ppm and the cold feed temperature ($T_{i_c}$) was fixed at 20°C. Thus, the process featured three independent forcing inputs, namely $m_{in}$, $m_{out}$, and $T_{in}$, that control the process behavior and performance. The above dynamic model was solved numerically by the Euler method, employing the MATLAB software with the number of cells, $n$, is set to 10 in this study. The integration step size is set to 10 s, which was enough to afford a stable numerical solution. The experimental data of the previous work was employed to validate the model. In fact, the outlet temperatures were validated by Ali et al. [29,38] while the mass production was verified by Ali et al. [28]. The scope of this study was to utilize the validated models in the exploration of the transient behavior of the process. Notably, the numerical solution of the dynamic model requires an understanding of the intermediate variables, $j_{in}$, $h_{in}$, $h_{out}$, $T_{in}$, and $T_{out}$ at each step size. These variables were determined by iteratively solving the combined mass and heat-transfer equations, as described in Appendix-A (in supplementary) and in [28,29,39]. After solving the MD model, the process performance was measured by the following key performance indicators: GOR, $R_c$, and TPC [3]:

$$G O R = \frac{m_{h_{in}}}{m_{in} C_s (T_{out} - T_{in})}$$

(6)

$$R_c = \frac{m_{v}}{m_{in}}$$

(7)

$$TPC = \frac{T_{out} - T_{in}}{T_{in} - T_{out}}$$

(8)

where $m_{in}$ and $m_{h_{in}}$ are the produced distillate and the feed-water flow rate, respectively, while $h$ is the latent heat of vaporization.

The equations for the dynamic model [Eqs. (1)–(5)] do not explicitly rely on membrane characteristics. The underlying mass and heat-transfer equations, presented in Appendix-A (in supplementary), depend implicitly on the membrane sheet properties. The membrane properties employed here are as follows. The effective area is 10 m$^2$, the thickness is 230 mm, the channel length is 14 m, the channel height is 0.7 m, the pore diameter is 0.2 mm, and the porosity of 0.8.

The above model estimates the water production, based on the salt concentration of the bulk stream. This means that the vapor pressure of the hot channel, which was employed to compute the mass flux in Eq. (A9), was corrected by the bulk salinity [Eq. (A2)], implying that the concentration polarization was ignored. Actually, the solute that was transmitted with the water was blocked at the surface of the membrane surface (no permeation). The accumulated salt ions increased the salt concentration at the interface, compared to that at the bulk. Hence, the salt concentration at the membrane surface is given, as follows [35]:

$$C_e = C_s e^{2.56}$$

(9)

where $K$ is the mass-transfer coefficient of the solute. The latter was computed from the following correlation [35]:

$$Sh = 1.86 \left( \frac{Re Sc}{L} \right)^{0.33}$$

(10)

where $d_r$ is the hydraulic diameter, $L$ is the channel length, and $Re$ is the Reynold number. Further, the Schmidt and Sherwood numbers were defined as follows [35]:

$$Sc = \frac{\mu}{D} ; \quad Sh = \frac{K d_r}{D}$$

(11)

where $D$ is the diffusivity coefficient and $\mu$ the viscosity coefficient. Accordingly, the water vapor pressure [Eq. (A2)] that accounted for the concentration polarization can be modified as follows:

$$P_v = \exp \left( 23.238 - \frac{3.841}{T_{in} - 45} \right) \left( 1 - 0.5 C_e \right) \left( 1 - 0.5 C_e - 10 C_e^2 \right)$$

(12)

and the corresponding mass flux Eq. (A9) is rewritten as follows:
Hence, to assess the effect of concentration polarization on the MD performance, $m_v$ (mass flux influenced by concentration polarization) is computed and compared to the nominal flux ($m_w$). We follow this approach here instead of computing CP itself. The numerical solution of the MD dynamic model can be explained by the algorithm shown in Fig. 2.

3. Forcing input scenarios

The separation mechanism in MD depends mainly on the internal heat transfer from the hot side to the cold side. This heat transport is complicated and considerably affected by the circulation rate and the temperature of the fluids. Circulation rate has a profound and dual impact on heat transfer. A high flow rate improves the heat transfer coefficient and simultaneously reduces the residence time. Similarly, high fluid temperature increases the driving force for heat transfer and vice versa. On top of that, the membrane sheet is lengthy and spiral such that during sudden changes in the feed temperature and/or flow rate, a non-homogeneous temperature profile may exist along the membrane module. The combination of these phenomena influences the transient heat transfer and consequently the process performance. Considering the external heat transfer of the powering system and/or heat recovery system, the situation becomes even more complicated. However, the external heat transfer is not considered here. Nevertheless, to evaluate the transient internal heat transfer on the MD performance, the following forcing inputs are designed and implemented.

The focal analysis in this study relied on the dynamic response of the process with various forced input functions. To elucidate the discussion in the following sections, the various schemes of the forced input functions were described and presented in Table 1. All these input variations were tested, as would be discussed in the following subsections. Table 1 includes forcing inputs for the feed flow rate at constant feed temperature which are tagged by the letter “F” and forcing inputs for the feed temperature at constant feed flow rate tagged by the letter “T”. For flow rate, the second and third letters of the tag name describe the status of the hot and cold streams, respectively as Constant, Ascending, Descending, Periodic, or Reverse Periodic. Reverse periodic means that the hot and cold streams are alternating in the opposite direction, that is, when the hot stream becomes at a high flow rate, the cold stream will be at the lowest flow rate and vice versa. For feed temperature, the second letter designates the status of the temperature as Ascending or Descending. The letter “L” appears at the end of any function tag indicates that the flow rate of the cold stream is at its lowest value of 100 L/h. The forcing input functions can be either a series of step changes or square waves. The train of steps is used to investigate the underlying dynamic characteristics of the process while the periodic functions are used to explore the process performance during such fluctuation.

4. Results and discussion

4.1. Effect of the feed flow rate

In this section, we analyzed the dynamic behavior of the MD module. Usually, the dynamic response is characterized by the fundamental time constant which measures the response speed. The time constant is determined by step-testing the major process inputs, namely the feed flow rates and the hot inlet feed temperature. First, we focused on the effect of varying the feed flow rates for both channels, at a fixed inlet feed temperature. Particularly, scenarios FDC, FDD, FAC, and FAA are tested. The illustration of the forced input profiles is shown in Fig. S1 (supplementary material). For all the scenarios, the hot inlet temperature was fixed at 80°C, and the inlet cold temperature at 20°C. FD’s scenarios illustrate the start-up of the hot inlet feed flow, from zero to the highest flow rate (500 kg/h), followed by a stepwise reduction, at a constant step change (100 kg/h) and a fixed period (50 min). The cold inlet flow rate was either kept constant at 500 kg/h (FDC) or subjected to exactly the same periodic trend of $m_v$ (FDD). FA’s scenarios depict the opposite input profiles, that is, the feed flow rate was increased by a step change of 100 kg/h for each 50 min. Similarly, the cold inlet flow rate could be either constant (FAC) or chronologically varied with the hot feed flow rate (FAA). It is common to maintain equal flow rates in both channels, although it is expected that
an unbalanced flow rate may improve the performance. For example, Naidu et al. [40] reported a 30% enhancement of \( R_c \) when a cold to hot flow ratio of 1.375 was utilized. The response of the average bulk temperature for both membrane channels to these input scenarios is shown in Fig. 3. Notably, the bulk temperature (Fig. 3) is the average value of the bulk temperatures along the membrane length. When both feed flow rates varied chronologically, the temperature response became symmetric. The estimated time constants for the ascending or descending step changes are constant, \( \approx 3 \) min, as listed in Table 2 for fixed \( m_{\text{in}} \). The time constant was estimated from the time responses, employing the reaction curve method [41]. Clearly, a minor variation in the estimated time constant was related to the accuracy of the calculation procedure. This calculation was affected by the integration step size, 10 s, in this study. The resemblance of the computed time constant indicated that the response speed was unaffected by the operating condition, namely the same step-change size. Moreover, the dynamic behavior was linear as the time constant remained almost constant regardless of the input trajectory, that is, ascending or descending. However, when both feed flow rates varied sequentially, the time constant changed with the operating conditions, as listed in Table 2. In that case, the process dynamic became as slow as 8 min, at a lower flow rate. When \( m_{\text{in}} \) was constant, the process dynamic depended only on the variation of the hot feed flow rate. Conversely, when both feed flow rates were alternated, the heat-transfer mechanism changed accordingly, resulting in variable dynamic behaviors. The effect of the low feed flow rate on the dynamics was evident, as shown in Fig. 2c and d, during startup operation. In Fig. 3c, the inlet flow rate of the cold side was very high during the startup, compared to the hot inlet flow rate, thereby causing a rapid heat transfer, and thus a rapid evolution of the bulk temperatures. However, as shown in Fig. 3d, both inlet flow rates were very low (100 kg/h) at the startup interval, thereby decelerating the response time significantly. The input profile (Table 1) was also applied to the MD process but at a fixed hot inlet temperature of 80°C. The graphical results are not displayed to limit the number of figures. The obtained time constants of the descending step changes are listed in Table 2.

At a high fixed value of \( m_{\text{in}} \), the response speed was similar to that at a fixed hot inlet temperature of 80°C. This indicated that a high inlet flow rate for the cold stream controls the dynamics of the process. However, when tandem feed flow rates were applied, the dynamic response became faster manifested by a time constant of 20 s. Actually, the response became faster than when the same feed strategy was employed, although at a high hot inlet temperature (80°C). Moreover, the time constant became independent of the operating condition of the flow rate. At very low operating temperatures, such as at 50°C, the driving force (temperature difference) became smaller, hence the fluid circulation became less effective. This phenomenon was discussed in earlier works [29,38].

Further, we studied the physical behavior of the MD process, as illustrated in Fig. 4. The insight performance of the response, shown in Fig. 3b (synchronized feed flow rates), is depicted in Fig. 4. Fig. 4a shows the time evolutions of TPC, at selected locations along the membrane length, that is, 10%, 30%, etc. Moreover, Fig. 4b–e illustrate the axial trend of the bulk temperature and mass flux, at the two steady-state points; the highest and lowest flow rates, 500 and 100 kg/h, respectively. As shown in Fig. 4b, the difference of the bulk temperatures, as well as that at the interface temperatures between the hot and cold channels is wider at 500 kg/h than that at a lower one (100 kg/h). The wider temperature difference caused a larger mass flux, as shown in Fig. 4d because the mass flux was proportional to the temperature difference. Conversely, the temperature difference, at a lower operating temperature was narrower, resulting in a smaller mass flux, as illustrated in Fig. 3c and e. Evidently, the temperature difference diminished as the flow rate decreased. This phenomenon can be explained as follows: as the fluid circulation reduces, the heat losses to the surrounding emerges in the hot channel [40,41]. Furthermore, the heat losses due to conduction resistance dominated the heat-transfer mechanism. Consequently, the bulk temperature of the hot stream shifted to a smaller value, at the exit point. Contrarily, the reduced flow rate increased the residence time, allowing the cold stream to absorb more heat. The combination of these effects resulted in a narrowed temperature difference,

<table>
<thead>
<tr>
<th>Case</th>
<th>( T_{\text{in}} ) (°C)</th>
<th>( m_{\text{in}} ) (kg/h)</th>
<th>( m_{\text{pr}} ) (kg/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCC</td>
<td>80</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>FAC</td>
<td>80</td>
<td>Ascending steps of 100 kg/h</td>
<td>500</td>
</tr>
<tr>
<td>FACL</td>
<td>80</td>
<td>Ascending steps of 100 kg/h</td>
<td>100</td>
</tr>
<tr>
<td>FAA</td>
<td>80</td>
<td>Ascending steps of 100 kg/h</td>
<td>Ascending steps of 100 kg/h</td>
</tr>
<tr>
<td>FPC</td>
<td>80</td>
<td>Periodic between 500 and 100, with ( p_r = 10 ) min</td>
<td>500</td>
</tr>
<tr>
<td>FPP</td>
<td>80</td>
<td>Periodic between 500 and 100 with ( p_r = 10 ) min</td>
<td>Period between 500 and 100 with ( p_r = 10 ) min</td>
</tr>
<tr>
<td>FPR</td>
<td>80</td>
<td>Periodic between 500 and 100 with ( p_r = 10 ) min</td>
<td>Period between 100 and 500 with ( p_r = 10 ) min</td>
</tr>
<tr>
<td>FDC</td>
<td>80</td>
<td>Descending steps of 100 kg/h</td>
<td>500</td>
</tr>
<tr>
<td>FDD</td>
<td>80</td>
<td>Descending steps of 100 kg/h</td>
<td>Descending steps of 100 kg/h</td>
</tr>
<tr>
<td>TD/TDL</td>
<td>Descending steps, at 10°C</td>
<td>500/100</td>
<td>500/100</td>
</tr>
<tr>
<td>TA/TAL</td>
<td>Ascending steps, at 10°C</td>
<td>500/100</td>
<td>500/100</td>
</tr>
</tbody>
</table>
as depicted in Fig. 4c. The low exit temperature of the hot stream, at a low flow rate, reduced the average value of the hot stream, compared to that, at a high flow rate. Similarly, the higher exit temperature for the cold stream, at a low flow rate, increased the average value of the cold stream, compared to that, at a high flow rate. This behavior explains the narrowing and symmetric temperature trends shown in Fig. 3b. Fig. 4a demonstrates a relatively large value for TPC (>0.6) along the MD module, indicating the negligible effect of the temperature polarization due to enhanced heat transfer in both channels. However, TPC became slightly lower and exhibited a broader distribution at the lowest feed flow rate. As mentioned earlier, at the lowest flow rate, the conduction resistance began to prevail, causing a slight degradation of the heat-transfer mechanism, at the membrane interface. Considering the average value of TPC along the membrane length, a 3% change in TPC, between $m_{w_1} = 500 \text{ kg/h}$ and $m_{w_2} = 100 \text{ kg/h}$, exerted a tremendous impact on the mass flux, as depicted in Fig. 3d and e.

Fig. 5 displays the physical insight of the process response shown in Fig. 3a. This illustration corresponds to the input strategy involving periodically descending $m_{w_2}$ while $m_{c_1}$ was kept constant at a high value of 500 kg/h. The bulk temperature and mass flux profile, at the highest flow rate (Fig. 4b and d), resembled those shown in Fig. 3b and d because $m_{c_1}$ coincided with $m_{w_1}$ in both cases. When the hot inlet flow rate approached the minimum, an exotic profile of the bulk temperature along the membrane length was observed, as shown in Fig. 5c. Because the flow rate of the cold stream was very high, compared to that of the hot stream, the MD module functioned as a heat exchanger. Moreover, the cold stream rapidly quenched the hot fluid and eliminated the heat-transfer process and evaporation. Subsequently, the mass flux became zero for $x/L > 0.5$, as shown in Fig. 5e. The trend of the bulk temperatures along the membrane length (Fig. 5c) reduced their corresponding average value as the feed flow rate decreased. This explains the simultaneous reductions in both bulk temperatures when the flow rate was decreased, as shown in Fig. 3a. Fig. 5a shows that TPC remains high, at all the flow rates, thus indicating that a well-designed module had been developed. As the flow rate decreased, TPC became slightly higher and narrower, thereby rendering the mass-transfer process more limited. The narrow and saturated TPC, at lower flow rates, reflected the temperature profile shown in Fig. 5c. Furthermore, the TPC response in

Fig. 3. The time response of the average bulk temperature to different input scenarios.

Fig. 4. Process behavior of the synchronized descendings of both feed flow rates (FDD): (a) dynamic TPC, (b and d) steady-state temperature and flux profile, at $m_{w_1} = m_{w_2} = 500 \text{ kg/h}$, (c and e) steady-state temperature and flux profile, at $m_{w_1} = m_{w_2} = 100 \text{ kg/h}$.
this case (FDC) exhibited a transient behavior, compared to that in (FDD), which coincided with the temperature response, as shown in Fig. 3. As aforementioned, the reason for the apparent dynamic is the unbalanced feed flow rates. According to the above findings, increasing the cold flow rate to many folds of the hot stream was not recommended, especially for long modules. Consequently, an excess of the cold stream, relative to the hot stream, should be avoided in long membranes because it could result in a negative mass flux. Ali et al. [13] reported that a positive driving force could not be attained over the module length or a conceptually large number of sequential MD stages.

4.2. Effect of the inlet feed temperature

Next, the effect of the hot inlet temperature on the process dynamics was examined for the scenarios listed in Table 2. The illustration is shown in the supplementary material as Fig. S2. For the high flow rate, the reported value of the time constant listed in Table 2, indicated that the process dynamic was unaffected by the operating temperature or the step-change mode, that is, ascending or descending. Conversely, at a low flow rate of 100 kg/h, the response of the process became very sluggish, as indicated by large time constants listed in Table 2. This result illustrates that frequent alteration of the feed flow rate has more effect on the process dynamics and performance than feed temperature. This is because the fluid velocity influences the fluid hydrodynamics and heat-transfer mechanisms.

4.3. Effect of concentration polarization

As mentioned earlier, the concentration polarization exerted a negligible effect on MD performance. Nevertheless, the fluid turbulence generated by the fluctuation of the flow could disturb the polarization layer. Hence improvement in the mass flux was expected. To assess this proposition, the system performance in the rectangular wave of the feed flow (FPP) was tested. Fluctuation in the flow of the hot channel is enforced because it carries the salt ions. Symmetrical flow alteration in the cold channel was implemented to afford consistent process performance, as discussed in the previous tests. The outcome of the test is depicted in Fig. 6. The transient behavior of the average salt concentration of the bulk and membrane walls is demonstrated in Fig. 6a. The feed flow exerted a minor impact on the bulk salt concentration. Although the variation in $C_s$ with flow exits was negligible, it was obscured by the large scale of the plot. Actually, the salt concentration of the bulk was mainly influenced by the water recovery. Since the latter was low for single-pass operation, an increase in $C_s$ remained negligible. Despite the apparent changes in the mass flux ($m_w$) with the flow, as shown in Fig. 6b, its effect on the bulk salt concentration remained trivial. Conversely, the salt concentration, at the membrane surface ($C_w$) was higher in magnitude, as expected, and it varied evidently with the flow rate. The dependence of $C_w$ on the flow was intuitive because the flow circulation enhanced the fluid hydrodynamics, and hence the mass transfer of the solute from the bulk to the membrane walls. This was more evident as $C_w$ grew, at higher flow rates. Nevertheless, the impact of the concentration polarization on the mass flux ($m_w$), which was computed, employing the salt concentration at the membrane wall, was minor, as shown in Fig. 6b. Therefore, we concluded, as also noted by Diez and Gonzales [35], that the concentration polarization exerted a minor impact on the performance of MD.

4.4. Periodic operation of the process

As already discussed, the flow rate was effective in the process dynamics, as well as on TPC, and hence on the
overall performance. Additionally, it is believed that the periodic forcing of the pressure and/or flow rate could positively affect the membrane performance in RO processes. It was reported that the frequent alteration of the flow rate affected the concentration polarization of the membrane boundary layer and improved the mass transfer. In the MD process, the concentration polarization exerted less effect than the temperature polarization. Indeed, the fluctuation of the fluid circulation exerted some effects on TPC, as discussed above. Thus, by analogy, the periodic forcing of the feed flow rate was expected to influence TPC and the overall performance of the MD process. Therefore, this section is focused on studying the impact of a periodic feed flow rate scenario, mainly in the form of square waves, on the performance of MD. Nevertheless, the hot inlet temperature was fixed at 80°C. The result is shown in Fig. 6.

In these figures, the MD process was simulated, utilizing different flow rate scenarios. Case (FCC) referred to fixed hot and cold flow rates, at 500 kg/h, case (FPC) referred to fixed cold flow rates, at 500 kg/h while the hot stream oscillated between 100 and 500 kg/h, at a fixed period of 10 min, case (FPP) referred to both cold and hot streams that oscillated simultaneously at the same amplitude and period as the case (FPC). In case (FPR), the hot stream fluctuated in the same fashion, as in case (FPC), while the cold stream fluctuated at the same amplitude and period in case (FPC) but in the opposite direction. Case (FCC) will be selected as the nominal situation to compare the other feed

<table>
<thead>
<tr>
<th>Case</th>
<th>m_w (kg/h)</th>
<th>m_c (kg/h)</th>
<th>T = 80°C m_w = 500 kg/h</th>
<th>T = 80°C m_c = m_w</th>
<th>T = 50°C m_w = 500 kg/h</th>
<th>T = 50°C m_c = m_w</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–500</td>
<td>2.17 min</td>
<td>1.33 min</td>
<td>2.2 min</td>
<td>14.5 min</td>
<td>2.17 min</td>
<td>2.17 min</td>
</tr>
<tr>
<td>500–400</td>
<td>2.83 min</td>
<td>2.83 min</td>
<td>1.0 min</td>
<td>0.8 min</td>
<td>2.83 min</td>
<td>0.33 min</td>
</tr>
<tr>
<td>400–300</td>
<td>3.17 min</td>
<td>3.00 min</td>
<td>2.3 min</td>
<td>1.5 min</td>
<td>3.17 min</td>
<td>0.33 min</td>
</tr>
<tr>
<td>300–200</td>
<td>3.00 min</td>
<td>2.50 min</td>
<td>4.8 min</td>
<td>3.0 min</td>
<td>3.17 min</td>
<td>0.33 min</td>
</tr>
<tr>
<td>200–100</td>
<td>2.33 min</td>
<td>2.50 min</td>
<td>7.7 min</td>
<td>8.0 min</td>
<td>2.50 min</td>
<td>0.33 min</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case</th>
<th>m_w = m_c = 100 kg/h</th>
<th>m_w = m_c = 500 kg/h</th>
</tr>
</thead>
<tbody>
<tr>
<td>T_{in} (°C)</td>
<td>TDL</td>
<td>TD</td>
</tr>
<tr>
<td>20–80</td>
<td>17.17 min</td>
<td>2.17 min</td>
</tr>
<tr>
<td>80–70</td>
<td>17.33 min</td>
<td>2.33 min</td>
</tr>
<tr>
<td>70–60</td>
<td>18.67 min</td>
<td>2.33 min</td>
</tr>
<tr>
<td>60–50</td>
<td>18.83 min</td>
<td>2.33 min</td>
</tr>
<tr>
<td>50–40</td>
<td>18.33 min</td>
<td>2.33 min</td>
</tr>
</tbody>
</table>

Fig. 6. Effect of the forced input (FPP) on salinity and water production.
strategies. This is to assess whether another feed scenario could improve the performance beyond the nominal case. Fig. 7a–c depict the raw instantaneous response of the production rate, GOR, and \( R_c \). The instantaneous behavior of these key variables displayed overlapping trends. Hence, for better visualization and fair comparison, these variables were presented in terms of accumulative modes, as shown in Fig. 7e–g. Intuitively, the production rate in the nominal case outperformed the other strategies. However, considering GOR and \( R_c \), the outcome was reversed because the average value of the hot feed flow rate was less than that for the nominal case. Notably, by definition, GOR and \( R_c \) are inversely proportional to the hot feed flow rate [Eqs. (6) and (7)]. Undoubtedly, when a counter cyclic operation was enforced, the best performance in terms of high GOR and \( R_c \) was observed, as shown in Fig. 6f and g. Thus, by cyclic operation, we could achieve high production and consume less energy per feed resource. Noteworthily, the superiority of the case (FPR) over the case (FPP) was not due to the low average value of the flow rate of the hot stream because that was common in both cases. The enhancement was ascribed to the dynamic behavior of the process during the periodic operation with opposite directions (i.e., case FPR), which affected the mass and heat transfer of the membrane, and resulted in different mass flux profiles, as shown in Fig. 7a. To further explain this, we compared the performance of cases (FPP) and (FPR) as illustrated in Fig. 8.

The bulk-temperature response to the harmonious cyclic wave in the feed flow rates is shown in Fig. 8a. The variation in the hot and cold bulk temperatures with a fluctuating flow rate was discussed earlier. The bulk-temperature response to the opposite cyclic waves in the feed flow rates is depicted in Fig. 8b. It was clear that an alteration of the flow rate of the cold stream dramatically influenced the dynamic behavior of the bulk temperature. Within a short period (10 min), the bulk temperature could not attain a steady state because of the large difference between the flow rates of the two streams. This ramp response generated the saw-like temporal trend of the bulk temperature, as shown in Fig. 8b. Moreover, when \( m_w \) was high and \( m_h \) low, the latter was rapidly heated, and when \( m_h \) was low and \( m_w \) high, the former was rapidly cooled. This is because their corresponding heat-transfer coefficients exhibited large deviance. Thus, the cold bulk temperature fluctuated between two large extreme values, compared to that of the hot stream (Fig. 8a). This interesting trend of the bulk temperatures incurred a disturbance at the membrane boundary layer, generating a wide distribution of TPC along the membrane length, as exhibited in Fig. 8d. Thus, the scrambled TPC resulted in the distinguished time evolution of the mass flux, as manifested in Fig. 8e. Notably, the mass flux of the synchronized flow rates (case (FPP)) flipped sharply between two extreme values within each wave period. Conversely, the mass flux for the non-harmonized flow rates exhibited a wider range of values within each period. Despite its smaller value, compared to that of the case (FPP), the higher mass flux resulted in higher GOR and \( R_c \) values, as shown in Fig. 6b and c, and consequently resulted in larger accumulated values, as shown in Fig. 6f and g. The process behavior in Figs. 7 and 8 display the role of the transient behavior on the performance. The transient behavior is governed by the time constant, that is, speed of response. For example, GOR and \( R_c \) in Fig. 7b and c exhibit spikes for periodic flow rate although the mass production is low. This is because, at the moment when the flow rate is stepped down, the average membrane temperature is temporarily still high because the temperature changes gradually along the membrane length. This high average value for temperature creates a relatively large mass flux. Hence, \( R_c \) and GOR which are proportional to the mass flux and inverse proportional to the feed flow rate become high at that instant. However, these peaks deplete rapidly for the FPP case because its dynamic is fast causing the average temperature to change quickly with changing flow rate as shown in Fig. 8a. However, for FPC and FPR cases where the cold stream flow rate is different than that of the hot stream,

Fig. 7. Dynamic response of KPI to various forced periodic inputs.
The situation is different. In these cases, the different flow rates cause slower dynamics for the heat transfer as well as the average membrane temperature as shown in Fig. 8b. The gradually changing temperature leads to slowly changing mass flux as shown in Fig. 8e. As a result, the ratios, GOR and \( R_c \), depleted slowly as shown in Fig. 7b and c.

We further highlighted the effect of the period of oscillation on the feed flow rates (Fig. 9). The figure displayed the variation in the key parameters of the process, that is, the accumulated GOR and \( R_c \) with the period of oscillation of the cold stream flow \( f_c \), at selected values for a period of oscillation of the hot stream \( f_h \). Specifically, the maximum value of the key parameters was plotted. Since the scope here is the accumulated values, the maximum value corresponded to the value at the end of the simulation time, as indicated by Fig. 6e–g. Generally, the process performance, in terms of GOR and \( R_c \), decreased as \( f_h \) increased. Similarly, the performance degraded as \( f_c \) increased. Interestingly, the maximum performance was observed where \( f_c \) coincided with \( f_h \) which was clear, for \( f_c = f_h = 1, 5, 10 \). When \( f_h \) increased, the span of half of the period became long enough for the temperature response to approach a steady state. This reduced the intensity of the disturbance that was induced by the frequent fluctuations on the boundary layer of the membrane sheet, thereby degrading the performance. When \( f_c \) departed from \( f_h \), the forced input function became similar to that of (FPC), that is, a periodic \( m_c \) and an almost constant \( m_h \). Here, \( m_h \) remained either low or high for an extended duration, hence causing the degradation of the mass flux. For \( f_h \) shorter than \( f_c \), the fluctuation in \( m_c \) became aggressive, causing the resulting disturbance on the membrane interface to be short-lived. Subsequently, the performance enhancement did not increase as intended. The figure also shows the comparison of the resulted performances to that of the baseline, that is, when \( m_c = m_h = 500 \text{ kg/h} \). Clearly, the GOR performance was inferior to the baseline as \( f_c \) and \( f_h \) escalated. Contrarily, the performance of \( R_c \) was more reasonable over the \( f_c \) range. However, the extent to which GOR deteriorated varied with \( f_h \). For example, as \( f_c \) increased, the successful range of \( f_c \) decreased. For \( f_c = 1 \text{ min} \), GOR was almost above the baseline while \( R_c \) was above the baseline for the whole range of \( f_c \). Further, for \( f_h = 5 \text{ min} \), the positive GOR was up to \( f_h = 15 \text{ min} \) while \( R_c \) remained almost acceptable over the whole span. For \( f_h = 10 \text{ min} \), GOR could be effective, only at very low \( f_c \) for up to 3 min or at the maximum, that is, \( f_c = 10 \text{ min} \). Conversely, \( R_c \) remained effective for up to an oscillation period of 20 min, after which it fluctuated around the nominal value.

It should be noted that the improved performance due to input fluctuation is also achieved at lower energy consumption. The average feed flow rate of the parodic pulses is 300 L/h (maximum 500 and minimum 100 L/h) which is 60% of operating at a fixed feed flow rate of 500 L/h. Note that the pumping energy and heating energy (sensible heat of the feed) is proportional to the feed flow rate. Therefore, the ratio of the consumed energy when operating periodically
to that when operating at a fixed feed flow rate is also 60%. This means 40% saving in the consumed energy is achieved.

5. Conclusions

An experimentally validated dynamic model for DCMD was developed to study the process behavior and performance, under forced input changes. The forced inputs were the hot stream flow rate, the cold stream flow rate, and the inlet hot temperature. The primary outputs were the bulk temperature of the cold and hot streams. The simulation indicated the linearity of the transient response of the bulk temperatures to chronologically fixed-step changes in both feed flow rates. This is substantiated by the consistent speed of response, regardless of the operating conditions and direction of the step changes. However, the process dynamics became very slow, at very low feed flow rates (100 kg/h). This was attributed to the poor heat-transfer mechanism due to the domination of heat. It was confirmed that fixing or altering the cold stream in opposite directions to the hot stream exerted a profound effect on the process dynamics and performance. This is because the independent alteration exerted an acute influence on the heat-transfer mechanism. It was also observed that periodic operation of MD with a train of opposite pulses for the feed flow rates with similar amplitudes and periods of oscillation enhances the accumulated GOR and \( R \) by almost 100%. Further, decreasing the period of both the hot and cold stream cycles maximized the reported improvement. The performance enhancement by cycling operation can be attributed to the effect of the periodic circulation on temperature polarization. However, concentration polarization showed a minor effect on the MD performance.
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Symbols

- \( A \) — Cross-sectional area, m²
- \( C_w \) — Permeability coefficient, kg/m²s Pa
- \( C_i \) — Knudsen mass flux coefficient, kg/m²s Pa
- \( C_m \) — Molecular diffusion mass flux coefficient, kg/m²s Pa
- \( C_v \) — Transition mass flux coefficient, kg/m²s Pa
- \( C_r \) — Heat capacity, J/kg K
- \( C_w \) — Salt concentration, at the bulk, %
- \( C_m \) — Salt concentration, at the membrane surface, %
- \( d_c \) — Diameter of the water vapor and air, m²
- \( d_i \) — Hydraulic diameter, m
- \( D \) — Diffusivity coefficient, m²/s
- \( f_1 \) — Period of oscillation for the hot stream, min
- \( f_2 \) — Period of oscillation for the cold stream, min
- \( \text{GOR} \) — Gain output ratio
- \( h_l \) — Latent heat of vaporization, J/kg
- \( h_f, h_p, h_m \) — Feed, permeate, and membrane heat-transfer coefficients, W/m²K
- \( J_w \) — Mass flux, kg/m²h
- \( J_r \) — Mass flux based on the concentration polarization, kg/m²h
- \( k_g \) — Boltzmann’s constant
- \( k_m \) — Membrane conductivity, W/m K
- \( k_s \) — Solid-phase thermal conductivity, W/m K
- \( k_k \) — Gas-phase thermal conductivity, W/m K
- \( k_p \) — Knudsen number
- \( K \) — Mass-transfer coefficient for the solute, m/s
- \( L \) — Channel height, m
- \( l \) — Channel length, m
- \( m \) — Mass flow rate, kg/h
- \( m_p \) — Distillate flow rate, kg/h
- \( m_d \) — Distillate flow rate based on the concentration polarization, kg/h
- \( M_w \) — Molecular weight
- \( \text{Nu} \) — Nusselt Number
- \( n \) — Number of membrane length divisions, that is, the control elements
- \( P_{v1}P_{2} \) — Vapor pressure at the feed and permeate membrane surfaces, Pa
- \( P_{v2} \) — Vapor pressure at the feed membrane surface, based on the concentration polarization, Pa
- \( P_{v1} \) — Average membrane interface pressure, Pa
- \( P_{v2} \) — Entrapped air pressure, Pa
- \( P_{v1} \) — Membrane pressure multiplied by diffusivity, Pami²/s
- \( Pr \) — Prandtl number
- \( p_r \) — Period of oscillation
- \( r \) — Membrane pore size, m
- \( R \) — Ideal gas constant
- \( R \) — Recovery ratio
- \( Re \) — Reynold Number
- \( t \) — Time
- \( T_{v1}T_{v2} \) — Feed (hot) and permeate (cold) temperatures, K
- \( T_{v1}T_{v2} \) — Feed (hot) and permeate (cold) bulk temperatures, K
- \( T_{v1}T_{v2} \) — Feed and permeate membrane temperatures, K
- \( T_{v1}T_{v2} \) — Outlet and inlet hot feed temperatures, °C
- \( T_{v1}T_{v2} \) — Outlet and inlet cold stream temperatures, °C
- \( T_{v1}T_{v2} \) — Average temperature, at the membrane interface, K
- \( U \) — Overall heat-transfer coefficient, W/m²K
- \( v \) — Channel volume, m³

Greek

- \( \alpha \) — Tuning parameter
- \( \tau \) — Tortuosity
- \( \rho \) — Water density, kg/m³
- \( \delta \) — Membrane thickness
- \( \varepsilon \) — Porosity
- \( \lambda \) — Mean free path, m
- \( \mu \) — Viscosity coefficient, Pa/s
- \( \Delta x \) — Control volume

Subscript

- \( i \) — Control element, \( i \)
- \( c \) — Cold stream
- \( h \) — Hot stream
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Appendix-A

The separation of water by DCMD is governed by the simultaneous mass and heat-transfer mechanisms. In this section, we highlight the algorithm for solving the mass and heat transport equations to determine $h_v, h_c, T_v, T_c$. The latter variables are required to solve the dynamic model. The following algorithm was developed, adopting our previous experience with modeling the MD process [39,41,A1,A2]. The following algorithm assumed the process, under steady state conditions:

1. Employing the existing bulk temperatures ($T_{h,c}$) for the hot and cold channels, the heat-transfer coefficients of the film ($h_f, h_p$) could be estimated by the Nusselt number, as follows [3]:

$$
Nu = 0.298 Re^{0.646} Pr^{0.356} \tag{A1}
$$

where $Re$ is Reynolds number and $Pr$ is the Prandtl number.

2. $T_{v,c} = T_{v,c}$ and $T_{c,c} = T_{c,c}$ were set.

3. The vapor pressure, at the membrane interface, was calculated by the following [4]:

$$
P_i = \exp\left(23.238 \frac{3.841}{T_{v,c} - 45}\right)(1 - C_i)(1 - 0.5C_i - 10C_i^2) \tag{A2}
$$

$$
P_s = \exp\left(23.238 \frac{3.841}{T_{c,c} - 45}\right) \tag{A3}
$$

4. The membrane coefficient, $C_m$, can be computed based on the active mechanism by the membrane properties and the average membrane temperature, that is, $T = \frac{T_v + T_c}{2}$.

The active mechanism was determined under the following conditions [11]:

- the Knudsen flow mechanism, $k_v > 1$:

$$
C_m^k = \frac{2\sigma}{3\delta}\left(8M_c\pi RT\right)^{1/2} \tag{A4}
$$

- Molecular diffusion mechanism, $k_v < 0.01$:

$$
C_m^d = \frac{\varepsilon}{P D M_c} \frac{P_D}{RT} \tag{A5}
$$

- Knudsen–molecular diffusion transition mechanism, $0.01 < k_v < 1$:

$$
C_m^t = \left[\frac{3}{2\pi\varepsilon} \left(\frac{\pi RT}{8M_c}\right)^{1/2} + \frac{\tau \delta}{\varepsilon} \frac{P_D}{P_D M_c} \right] \tag{A6}
$$

where the Knudsen number, defined as $k_v = \lambda/d$, and where $\lambda$ is the mean free path of water molecules, further expressed as Eq. (A7) [3]:

$$
\lambda = \frac{k_v T}{\sqrt{2\pi Pd^2}} \tag{A7}
$$

Fig. S1. Forced input profile for the process inputs: $T_{v,c}$ dash–and–dot line, $m_{v,c}$ dotted line.
where $T$ and $P$ are the average temperature and pressure, at the membrane interface, respectively, $k_b = 1.380622 \times 10^{-23}$ and $d_i = 9.29 \times 10^{-20}$.

(5) The latent heat of vaporization, at the average membrane temperature, was calculated by the following Eq. (A3):

$$h_T(T_v) = + - \cdot \ldots$$ (A8)

(6) The mass flux was computed by the following equation:

$$j_C = C_w(P_i - P_f)$$ (A9)

(7) The overall heat-transfer coefficient was calculated, as follows [11]:

$$U = \left[ \frac{1}{h_f} + \frac{1}{h_m} + \frac{1}{h_{cv}} - \frac{1}{h_r} \right]^{-1}$$ (A10)

where $h_m$ is the heat-transfer coefficient of the membrane, which involves the conduction resistance. It is computed, as follows [15]:

$$h_m = \frac{k}{\delta} = \frac{(1-\epsilon)k + \epsilon k_b}{\delta}$$ (A11)

(8) At a steady state, the different heat-transfer mechanisms become equal. These equalities translate into the following expressions [11]:

$$U(T_h - T_i) = h_f(T_h - T_w) = j_v + h_m(T_w - T_c)$$ (A12)

$$U(T_h - T_i) = h_f(T_w - T_c) = j_v + h_m(T_w - T_c)$$ (A13)

The above equalities can be solved to calculate the new quantities of $T_w$ and $T_r$:

If $T_w = T_w^0$ and $T_r = T_r^0$, the iteration should be stopped. If not, set $T_w = T_w^0$ and $T_r = T_r^0$ and go back to step 3.

The above algorithm is terminated with a termination tolerance of $1 \times 10^{-7}$.
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