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ABSTRACT

Sensitivity and uncertainty analysis, although can be of primarily importance in
mathematical modelling approaches, are scarcely applied in the field of membrane bioreactor
(MBR). An integrated mathematical model for MBR is applied with the final aim to pin
down sources of uncertainty in MBR modelling. The uncertainty analysis has been
performed combining global sensitivity analysis (GSA) with the generalized likelihood
uncertainty estimation (GLUE). The model and methodology were applied to a University
Cape Town pilot plant. Results show that the complexity of the modelled processes and the
propagation effect from the influent to the effluent increase the uncertainty of the model
prediction. It was found that the uncertainty of nitrogen and phosphorus model outputs
increases from the first reactor-section plant to the last. Results show also that the GSA-
GLUE methodology is a valid tool for uncertainty assessment for MBR modelling. Further-
more, the GSA-GLUE allows to identify the most critical processes/plant sections and the
key sources of uncertainty where attention should be paid in view of model predictions
improvement.

Keywords: Uncertainty analysis; Wastewater modelling; Global sensitivity analysis;
Membrane bioreactors

1. Introduction

In the last decade, the use of membrane bioreactor
(MBR) technology for treating municipal wastewater
has increased considerably [1]. Despite such an interest,
the knowledge related to some processes is not com-
plete and is in need of further studies. In this context,
mathematical modelling of MBR plays an important
role as useful support for “MBR knowledge upgrad-

ing”. In the technical literature, several MBR models
have been proposed in literature adapting or integrating
the activated sludge models (ASMs) originally devel-
oped for conventional activated systems [2–4].

In order to simulate the MBR systems, the original
form of the ASMs has been widely modified [3]. In
particular, three main types of MBR models have been
developed so far [3]: hybrid models, physical models
and integrated models. The hybrid models are derived
by the ASMs slightly modifying the model equations
to include the soluble microbial products (SMPs)
which are of relevance for MBRs. Indeed, several
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authors have demonstrated that SMPs promote
membrane fouling reducing membrane permeability
(among others, Ahmed et al. [5]). Physical models
describe only MBR physical separation processes and
are generally based on the resistance in series models
[3]. Finally, the integrated models couple hybrid
models with physical models and represent the most
powerful tool for simulating MBR systems [6,7].
Indeed, the integrated models, taking into account
physical and biological processes, provide the right
interpretation of MBR systems [4,8]. Recently, Zuthi
et al. [7] have underlined the importance of using inte-
grated modelling approach to better simulate mem-
brane fouling. Thus, by adopting integrated models,
the modeller may have the opportunity to improve
the performance of her/his predictions by understand-
ing the system in a comprehensive way (considering
both biological and physical processes simultane-
ously). However, although the application of inte-
grated MBR models can represent an useful tool for
MBR design and operation, only few integrated mod-
els have been developed so far [4,8–10]. Furthermore,
the model structure is generally complex and consti-
tutes a critical issue faced by modellers. Moreover,
owning to data and knowledge lacking, a considerable
number of assumptions on model structure, model
parameter values and input variables are generally
made [11–13]. Such assumptions and the intrinsic
uncertainty of biological processes can make model
predictions extremely uncertain. In this context, sensi-
tivity and uncertainty analysis can be of use for both
modellers and practitioners dealing with MBR.
Indeed, by means of sensitivity analysis, the modeller
may identify the main factors affecting model
response. On the other hand, uncertainty analysis
enables to identify the effectiveness of model predic-
tions by propagating, via the model, all model factors
or structural uncertainties [14]. Therefore, uncertainty
analysis can play an important key role in MBR
modelling. As a matter of a fact, insight gained from
uncertainty and sensitivity analysis can be of use to
cope with the lack of knowledge in the interpretation
of some involved phenomena (e.g. phosphorus uptake
and release mechanisms and/or membrane fouling
etc.). During the recent years, in the field of wastewa-
ter modelling, models’ uncertainty issue has had an
increasing interest among researchers. However, in
the MBR wastewater field, only few studies have been
carried out compared to other research field such as
hydrology [15,16]. Recently, uncertainty methodolo-
gies, previously used in other research fields (e.g.
hydrology), have been investigated and compared in
order to discuss their applicability to wastewater treat-
ment plant (WWTP) models. Recently, several authors

have demonstrated the ability of global sensitivity
analysis (GSA) to quantify uncertainties [17–19]. Simi-
larly, the applicability of the generalized likelihood
uncertainty estimation (GLUE) proposed by Beven
and Binley [20], most widely used for investigating
uncertainty in hydrology, has been discussed in the
wastewater field [21]. The GLUE method is a sensitiv-
ity method (Monte Carlo Filtering, Hornberger-
Spear-Yong (HSY), regional sensitivity analysis) com-
bined with an error propagation of the “behavioural”
models.

On the other hand, the combination of GSA and
GLUE, formerly proposed by Ratto et al. [22] and
recently applied in the urban drainage field [23], can
be a powerful tool for improving MBR modelling
results. Indeed, the GSA-GLUE approach has two
main advantages: (1) provides a quantitative
assessment of model factors which influence the
behavioural model runs by means of GSA; (2)
allows to take into account the performance of the
GSA conditioned to the observations. However, as
far as authors are aware, no applications of the
GSA-GLUE approach to the wastewater modelling
field exist.

Bearing in mind the considerations discussed
above, the aim of the study is twofold: identify the
model factors which contribute significantly to the
uncertainty of an integrated MBR model and assess
the feature of the GSA-GLUE in the wastewater mod-
elling field. To accomplish such a goal, the GSA-GLUE
has been applied to an integrated ASM2d—soluble
microbial product—(ASM2d-SMP) model, developed
in previous studies, applied to a University Cape
Town (UCT) MBR pilot plant.

2. Materials and methods

2.1. Model description and case study

The mathematical model is an integrated MBR
model that takes into account both physical (fouling
prediction) and biological processes (including nutri-
ent removal), coupled with the SMP formation/
degradation processes. In particular, the integrated
MBR model is able to simulate the phosphorus
removal process, often neglected in the modelling
literature [7]. The model was developed during previ-
ous studies [10,24]; in the following, the model struc-
ture is briefly presented.

The integrated ASM2d-SMP model is divided into
two sub-models (biological and physical). The biologi-
cal sub-model involves 19 biological state variables
and 73 parameters (i.e. kinetics, stoichiometry and
fractionation coefficients). For the variables, process
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and parameter descriptions, the reader is referred to
the literature [10,24]. The biological sub-model
simulates the biological nutrient removal processes
occurring in a UCT-MBR system and the SMPs
formation/degradation. Specifically, the biological
sub-model is a modified version of ASM2d [2] and
includes two new variables, SUAP and SBAP, that,
respectively, represent the soluble substrate utilisation
products and the soluble biomass associated products.
The sum of SUAP and SBAP is equal to SMP. In order
to describe the SMP formation/degradation, the
biological sub-models include six new processes
(anaerobic, aerobic and anoxic hydrolysis of both SUAP

and SBAP) with respect to the original AMS2d. Further,
in the biological sub-model, the kinetic hydrolysis pro-
cess of very slowly hydrolysable compounds (XI)
according to Lubello et al. [25] is introduced.

The physical sub-model simulates the cake layer
formation on membrane surface. It is characterised by
two physical state variables and six physical parame-
ters and enables to simulate the following processes:
cake layer formation during the membrane filtration;
COD removal by biological membrane (i.e. cake layer);
COD removal by physical membrane and the
membrane resistances. The membrane is modelled by

dividing its surface into equal fractions and for each
fraction, the equations of Table 1 are computed. The
apparent shear intensity of the fluid turbulence (G) is
evaluated in accordance with the sectional approach
[26]. Thus, according to the modelling approach, the
fouling is not considered uniformly distributed on the
membrane area surface. During the filtration phase,
two opposite forces (drag and lifting) (Eqs. (1) and (2),
Table 1) regulate the probability (E) of the particle
being deposited on the membrane surface (Eq. (3),
Table 1). The probability E, on the basis of the biomass
sludge concentration (CSS), influences the rates of bio-
mass attachment onto the membrane surface (Eq. (4),
Table 1). Conversely, the rate of sludge detachment is
evaluated as a function of the stickiness of biomass (α),
the compression coefficient for the dynamic sludge
layer (γ) and the volume of permeate produced (Vf), in
a fixed filtration time t (Eq. (5), Table 1). The detach-
ment during backwashing period is described as a
function of the coefficient of sludge detachment, ηc
(Eq. (6), Table 1). The rate of the net cake deposition is
computed as differences between the rates of biomass
attachment and detachment (Eq. (7), Table 1). The
concentration of the COD at the physical membrane
surface (Csm) is evaluated as a function of the

Table 1
Main equations of the physical sub-model

Description Equations Number

Drag force Fa = 3πμsdpJ (1)

Lifting force Fl ¼ CddplsG
pd2p
8 (2)

Probability of particle deposition on membrane surface
E ¼ Fa

Fl þ Fa
¼ 24J

24J þ CddpG

(3)

Rate of biomass attachment
dMdc

dt

� �
a

¼ ECSSJ ¼ 24CSSJ
2

24J þ CddpG
(4a)

Rate of sludge detachment
dMdc

dt

� �
d

¼ � b 1� að ÞGM2
dc

cVf tþMdc
(5)

Net cake deposition
dMsc

dt
¼ 24CSSJ2

24J þ CddpG
� b 1� að ÞGM2

dc

cVf tþMdc
(6)

Detachment rate during backwashing
dMsc

dt
¼ �gcMsc (7)

Deep-bed filtration Csm ¼ CSe �kdð Þ (8)

ith total resistance RtS;i ¼ Rm þ Rp;i þ Rc;i ¼ Rm þ Rp;i þ Rdc;i þ Rsc;i

� �
(9)

Total resistance Rt ¼
PN
i¼1

RtS;i (10)

Trans-membrane pressure TMP = μJRt (11)

Notes: μs = sludge viscosity; dp= particle diameter; J = permeate flux; Cd = lifting force coefficient; Css = suspended solid concentration of

biomass sludge; γ = compression coefficient for dynamic sludge layer; Vf = volume of permeate produced; β = erosion rate coefficient of

dynamic sludge film; α = stickiness of biomass; ηc = efficiency of backwashing; Csm = concentration of COD at the physical membrane

surface; Cs = concentration of COD in the mixed liquor at the physical membrane surface; RtS,i = total resistance of fouling in the section

i; Rm = intrinsic resistance of the membrane; Rp,i = the pore fouling resistance caused by solute deposition inside the membrane pores in

the section i; RC,i = resistance of cake layer in the section i; Rdc,i = resistance of dynamic sludge film in the section i; Rsc,i = resistance of

stable sludge cake in the section i; Rt = total fouling resistances.
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concentration (CS) modelled by means the biological
sub-model (Eq. (8), Table 1). The physical sub-model is
also able to reproduce for each horizontal cross mem-
brane areal i the total resistance (RtS,i) as the sum of
the membrane resistance (Rm), the pore fouling resis-
tance (Rp,i) and the resistance of cake layer (Rc,i) (Eq.
(9), Table 1). This latter is considered as the sum of the
dynamic sludge film (Rdc,i) and of stable sludge cake
resistance attached onto the membrane surface (Rsc,i).
The total resistance Rt is computed as the sum of RtS,i

of all the N horizontal cross membrane areal sections
(Eq. (10), Table 1). Finally, the trans-membrane varia-
tion is modelled according to Eq. (11) of Table 1.

The entire plant model was coded in Fortran.
The model has been applied to an UCT-MBR pilot

plant (Fig. 1). The pilot plant consists of three reactors
in series, anaerobic (section 1), anoxic (section 2) and
aerobic (section 3), respectively, followed by an aero-
bic tank (section 4) where two hollow fibre membrane
modules (Zenon Zeeweed, ZW 10) are submerged and
a tank where permeate is stored (section 5) [10].

In order to maintain the required biomass concen-
tration for biological activity, recycled fluxes are con-
sidered from membrane tank to aerobic tank, from
aerobic to anoxic tank and from anoxic to anaerobic
tank. The pilot plant has been operated for 165 days
feeding with 40 L/h of municipal wastewater. During
this period, samples of composite influent wastewater
(section 0), grab mixed liquor in sections 1–4 and the
permeate (section 5) were collected three times per
week. Samples were analysed for total and volatile
suspended solids (TSS and VSS), total and soluble
COD, NH4–N, NO2–N, NO3–N, NTOT, PTOT [27].

Further details about the pilot plant, field gather-
ing campaign and the integrated mathematical model
the reader is referred to literature [10,24].

2.2. The GSA-GLUE approach for the uncertainty
assessment

In this study, the uncertainty assessment was
carried out by using the GSA-GLUE approach for-
merly proposed by Ratto et al. [22]. Here, the GSA-
GLUE approach is used to assess uncertainty with
slight difference compared to the original approach
proposed by Ratto et al. [22]. In particular, two
main differences have been here introduced: (1) the
likelihood measure (employed to quantify the good-
ness of the model predictions with respect to the
observations); (2) the employed GSA method. The
GSA-GLUE approach has the peculiarity to consider
the likelihood, related to the variation of each factor,
as a further model output for the GSA application.
This means that factors, that are important for the
likelihood surface and non-influential for the
simulated model outputs, can be selected and
included in the uncertainty analysis [23]. As
reported in Fig. 2, the GSA-GLUE approach applied
here consists of three main phases sub-divided in
three main different steps: (A) preliminary choices;
(B) GSA and (C) GLUE. In the following, each step
is discussed in detail. The term “model factors or
factors” includes model parameters and input vari-
ables of the model under study. The term “variable”
indicates the model outputs and related likelihood
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Fig. 1. Schematic overview of the UCT-MBR pilot plant.
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measure, used as reference for the GSA-GLUE
application.

2.2.1. Phase A: preliminary choices

The first phase of the GSA-GLUE approach con-
sists of: (i) the identification of the model outputs to
focus on and (ii) the selection of the informal likeli-
hood measure to adopt. The selection of the model
outputs depends on the main aim of the modeller, e.g.
in case the modeller aims at the quantification of the
model uncertainty related to the nitrogen removal pro-
cesses, it is suggested to consider the ammonia and
nitrate as reference model outputs.

As demonstrated in literature, the selection of the
informal likelihood measure can have relevant
implications on the results [23,28]. Thus, in this con-
text, it is suggested to use the likelihood measure that,
on the basis of the modeller’s experience, is much
more suitable for the model under study.

2.2.2. Phase B: GSA application

The GSA is able to provide information on how
model outputs are influenced by the simultaneous
variation of input factors [14]. When the modeller is
mainly interested in the uncertainty assessment, GSA
can help to better explain the model structure and the

sources of uncertainty [22]. The second phase of the
GSA-GLUE approach represents the GSA application.
This phase is divided into five connected sequential
steps (Fig. 2, steps 1–5). The GSA application begins
with the definition of the prior distribution of the
involved factors (step 1 of Fig. 2). In particular, a prior
distribution and the variation range of each factor
have to be defined. Due to the lack of a priori
information on model factors, a uniform prior dis-
tribution is preferred. In step 2 of Fig. 2, the sampling
of N model factor sets is performed. In this study, N
factor sets have been generated by means of the Latin
hypercube sampling method [29]. The N sampled fac-
tor sets are used for running Monte Carlo simulations
(step 3 of Fig. 2). For each simulation, the time aver-
age of the selected model outputs (step 3.1 of Fig. 2),
the efficiency of each model output (step 3.2 of Fig. 2)
and the model efficiency (EMOD) (step 3.3 of Fig. 2) are
computed as discussed in the following paragraph.
Thereafter, the GSA method is applied (step 4 of
Fig. 2). After applying the GSA method, the important
factors for the considered model outputs are selected
(step 5 of Fig. 2).

2.2.3. Phase C: GLUE application

The GLUE method is based on Monte Carlo
simulations [20]. Specifically, a large number of model

2. Factor Sampling
(Nfactor sets) 

(B) Global sensitivity analysis

(A) Preliminary choices

1. Define factorsprior distribution

3. Model running

4. Apply GSA method

3.1. calculate the average
simulated model output;

3.2   compute the efficiency of
each model output;

3.3   computethe modelefficiency
(weighting sum). 

5. Select influential
factors

6. Define influential factorsposterior
distribution on model efficiency

(C) Generalised  Likelihood Uncertainty 
Estimation

i=
1,

…
,N

7. Fixthe valueofnon-importantfactors

8. RunNMonte Carlo simulations

9. Compute5% and 95 % percentiles
on model efficiency

10. Quantify the uncertainty of the 
modelprediction

i. identify model outputs of interest;
ii. choice of an informal likelihood measure.

Fig. 2. Flow chart of the GSA-GLUE approach applied: (A) preliminary choices; (B) GSA application and (C) GLUE
application.
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factor sets is randomly generated from a prior
distribution. The model is run for each generated set.
The acceptability of each set is assessed by comparing
predicted to observed data throughout a chosen likeli-
hood measure/efficiency. On the basis of a threshold
value of the likelihood measure, the factor sets are
divided in two categories: behavioural and no beha-
vioural [20].

Specifically, the GLUE application is composed of
six steps (from step 6 to step 10 of Fig. 2). The first
step represents the definition of the posterior distribu-
tion for the important factors, selected by means of
GSA application phase (step 6 of Fig. 2). Following the
GSA application for the GLUE application, only the set
of important factors is considered. Conversely, the
unimportant factors are fixed at their calibrated value
(step 7 of Fig. 2). For the important model factors,
the posterior distribution, conditioned to the measured
data, is then computed on the basis of the cumulated
likelihood distribution of EMOD. Thereafter, N Monte
Carlo simulations are performed varying only the
important factors simultaneously by using the poste-
rior distribution (step 8 of Fig. 2). For each factors set,
a likelihood measure of each variable is computed.
Subsequently, the 5th and 95th percentiles of the
model cumulative likelihood distributions are com-
puted (step 9 of Fig. 2) and the uncertainty bands of
each model output are drawn (step 10 of Fig. 2).

In the last step of the GLUE application (step 10 of
Fig. 2), for each model output, the quantification of
the uncertainty of the prediction bands (step 10 of
Fig. 2) is performed. Regarding the uncertainty assess-
ment, different indices can be used. In this study, the
uncertainty is quantified considering six indices: the
maximum band width (maxWDTH), the average band
width (averageWDTH), the ratio maxWDTH/aver-
ageWDTH, the greatest distance between the calibrated
simulation and the 5% (D_max 5%) and 95% (D_max
95%) uncertainty bands and the average relative inter-
val length (ARIL).

For each model output, maxWDTH and aver-
ageWDTH quantify, respectively, the maximum and the
average degree of uncertainty related to that variable.
Conversely, the ratio maxWDTH/averageWDTH provides
a measure of the stability of the uncertainty degree
over the entire simulation period. A value close to 1
indicates that the same uncertainty is provided during
the simulation. The ARIL of the j-th model output
(ARIL,j) is computed as follows [30]:

ARILj ¼ 1

Nmeas

XNmeas

k¼1

Limitupper;k � Limitlower;k
YjðtkÞ (12)

where Nmeas represents the number of measured data
available for the j-th model output; Limitupper,k and
Limitlower,k represent, respectively, the upper and the
lower band value at the time tk and Yj(tk) is the mea-
sured value of the model output j related to the time
tk. Smaller is the ARIL,j value, better is the model per-
formance for the j-th model output.

2.3. The GSA-GLUE application

In the following, details on the GSA-GLUE applica-
tion for this study are provided. The GSA-GLUE was
applied considering only the model parameters as fac-
tors and without exploring any variation of the other
input variables. Specifically, as reference variables, we
considered twelve simulated model outputs (j), twelve
likelihood (Ej) corresponding to each jth model output
and the overall model efficiency (EMOD). This study is
mainly focused on the effluent quality; the following
model outputs have been taken into account: total
COD (CODTOT,1), ammonia (SNH4,1), orthophosphate
(SPO,1), mixed liquor suspended solid (MLSS1),
CODTOT,2, SNH4,2, SPO,2, (soluble COD) CODSOL,3,
SNH4,3, MLSS3, SNH4,5 and nitrate (SNO3,5), (the numbers
in the subscript indicate the plant sections of refer-
ence). However, it is important to precise that since the
model structure is integrated (both physical and bio-
logical phenomena are modelled), the overall analysed
quality model outputs take into account the influence
of membrane fouling. Concerning the likelihood of the
j-th model output (Ej), similar to previous studies
[10,31,32], the following expression was employed:

L hi=Yj

� � ¼ Ej ¼ exp
�r2Mj�Oj

r2Oj

 !
(13)

where θi represents the ith set of model factor (ran-
domly generated), r2Mj�Oj is the sum of squared errors
between model output (Mj) and observation (Oj) of the
j-th variable, and r2Oj is the sum of squared errors
between the observations and the average value of the
observations for the period under consideration. More-
over, for each ith set of model factors, EMOD,i was
computed as the weighted sum of the likelihood,
L hi=Yj

� �
, of the twelve simulated model outputs taken

into account (Eq. (14)).
For each model output j, the weight (αj) has been

computed by dividing the maximum value of the
likelihood measure of the model output j by the sum
of the maximum values of the likelihood measures of
the other model outputs [31]:
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EMOD;i ¼
X12
j¼1

ajL hi=Yj

� �
(14)

Similar to previous studies, the variation range of each
factor was defined by varying of +/–5% the calibra-
tion factor value assuming a uniform distribution, in
order to analyse the model behaviour around the cali-
bration values [19,33].

In this study, the sensitivity analysis has been
performed by using the SRC method. The selection of
the SRC method, in place of other GSA methods
suggested in literature such as the variance-based
methods, allows in case of linear models, substantial
reduction of the computational cost [9,11]. For linear
model, the SRC method is able to identify factors
(model parameter and model input variables) which
affect or not the model variance and allows also to
satisfactorily decompose the model variance. All the
79 model factors reported in Table 2 have been consid-
ered during the GSA application. The SRC method
consists of performing a multivariate linear regression
between the model outputs (y) and inputs (x) by using
Monte Carlo simulations (with random sampling of
inputs). The standardised regression slope (βi),
computed according to Eq. (15), represents a valid
measure of sensitivity [14].

SRCðxiÞ ¼ bi ¼ bi � rxi=ry (15)

where σxi and σy represent the factor and model
output standard deviation, respectively. The goodness
of SRC as a measure of sensitivity is indicated by the
coefficient of determination R2, which represents the
portion of total variance explained by the regression
model; this value has to be greater than 0.7 (for linear
model R2 is close to 1) [14]. The sign of βi indicates its
positive (sign +) or negative (sign –) effect on the
model output variation [19]. The SRC method gener-
ally requires a number of MCs in the range of 500—
1,000 in the case of random sampling. Model factors
were selected as important whenever the absolute
value of βi was greater than 0.2 at least for one of the
variables (twelve model outputs, efficiency of each
model output and EMOD). In case of quite linear beha-
viour of the model (R2 > 0.7), the threshold of 0.2
represents that the variation of the model factor causes
the 4% variation of the model output (in terms of first-
order effect). In this study, the number N of Monte
Carlo simulations was selected according to previous
studies. In particular, the uncertainty analysis was car-
ried out by using a different number of simulations

starting from 200 and increasing with steps of 200. At
each step, the cumulated likelihood distributions were
compared to those of the previous step. The number
of Monte Carlo simulations for which the difference
between the distributions was lower than 0.01, in
terms of Kolmogorov—Smirnov maximum distance,
was considered appropriate for the analysis. Regard-
ing the GLUE application, the behavioural Monte
Carlo simulations have been selected, employing a
threshold value of zero.

3. Results and discussion

3.1. GSA application

In order to apply the SRC method, 800 Monte
Carlo simulations have been performed for each
model factor. The number of simulations was
established on the basis of the procedure based on
Kolmogorov—Smirnov test. Table 3 summarises the
results of the SRC related to the model factors to
which at least one of the variable is important. The
linear model determination coefficients (R2), obtained
applying the SRC method, for the variables taken into
account were always >0.7 except for CODTOT,1, COD-

TOT,2, SNH4,5, ECODTOT,1, ECODTOT,2 and ESNH4,5

(Table 3). The low R2 values for CODTOT,1, CODTOT,2,
SNH4,5, ECODTOT,1, ECODTOT,2 and ESNH4,5 are likely due
to the interactions among the model factors involved.
This is most likely related to the fact that the COD-

TOT,1 and CODTOT,2 are a combination of different
model outputs. As the average value of R2 is close to
0.7, the individual contribution of each model factor to
the total variance of the model outputs taken into
account has been calculated by means of βi

2. More-
over, the value of R2 here obtained demonstrates that
the simulated model outputs can be adequately
described as a linear function of the model factors and
βi can be used as a valuable measure of sensitivity.

Previous application of the SRC method to the
same model has shown that the SRC method is out-
side of its range of applicability when the widest
variation range found in literature is used for the
model factors [34]. Here, a narrower variation range of
model factors (+/–5% respect to the calibration value)
has been explored; thus, a quite high value of R2 has
been obtained.

By applying the SRC, it has been obtained that
65% of model factors (51 on 79) can be fixed anywhere
within their range of uncertainty without affecting
uncertainty of the variables taken into account
(Table 3). Conversely, 28 model factors were important
at least for one of the variables taken into account,
thus reducing to 28 the number of factors to be
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Table 2
Description, symbol, unit, variation range, calibrated value, broadest literature variation range and reference for each
model factor

Description Symbol Unit MIN MAX Calibrated
Literature
range References

Maximum specific
hydrolysis rate

kH g XSg XH
−1 d−1 1.639 1.811 1.72 1.05–4.5 [33]

Correction factor for
hydrolysis under anoxic
conditions

ηNO3,

HYD

— 0.570 0.630 0.60 0.402–0.798 [35]

Correction factor for
hydrolysis under
anaerobic conditions

ηFE — 0.455 0.502 0.48 0.2–0.6 [35]

Half saturation parameter
for SO2 for XH

KO g SO2 m
−3 0.512 0.566 0.54 0.1–1 [36]

Half saturation parameter
for SNO3 for XH

KNO3 g SNO3 m
−3 0.300 0.331 0.32 0.1–0.625 [33,36]

Half saturation parameter
for XS/XH

KX g XS g XH
−1 0.095 0.105 0.10 0.05–0.15 [33]

Half saturation/inhibition
parameter for SO2

KO,HYD g SO2 m
−3 0.190 0.210 0.20 0.1–0.3 [33]

Half saturation/inhibition
parameter for SNO3

KNO3,

HYD

g N m−3 0.475 0.525 0.50 0.375–0.625 [33]

Maximum growth rate of
XH

μH d−1 1.235 1.365 1.30 0.6–13.2 [4]

Rate constant for
fermentation/Maximum
specific fermentation
growth rate

qFE g SF g XH
−1 d−1 2.850 3.150 3.00 1.5–4.5 [33]

Reduction factor for
anoxic growth of XH

ηNO3,H – 0.936 1.034 0.99 0.6–1 [33]

Decay rate for XH bH d−1 0.554 0.612 0.58 0.05–1.6 [4]
Half saturation parameter

for SF

KF g SF m−3 3.800 4.200 4.00 2–6 [33]

Half saturation parameter
for fermentation of SF

KFE g SF m−3 3.800 4.200 4.00 2–6 [33]

Half saturation parameter
for SA

KA g SA m−3 3.800 4.200 4.00 2–6 [33]

Half saturation parameter
for SNH4 for XH

KNH,H g SNH4 m
−3 0.091 0.100 0.10 0.02–2 [35]

Half saturation parameter
for SPO4 for XH

KP g SPO4 m
−3 0.010 0.011 0.01 0.005–0.015 [33]

Half saturation parameter
for SALK for XH

KALK,H mol HCO3
– m−3 0.095 0.105 0.10 0.05–0.15 [33]

Rate constant for SA
uptake rate

qPHA g XPHA g XPAO
−1

d−1
3.514 3.884 3.70 0.3–5.7 [35]

Rate constant for storage
of polyphosphates

qPP g XPP g XPAO
−1

d−1
2.224 2.458 2.34 0–3.3 [35]

Maximum growth rate of
XPAO

μPAO d−1 0.681 0.753 0.72 0.5–1.5 [33]

Reduction factor for
anoxic growth of XPAO

ηNO3,

PAO

— 0.570 0.630 0.60 0.45–0.75 [33]

Endogenous respiration
rate of XPAO

bPAO d−1 0.223 0.247 0.24 0.1–0.25 [35]

(Continued)
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Table 2 (Continued)

Description Symbol Unit MIN MAX Calibrated
Literature
range References

Rate constant for Lysis of
polyphospates

bPP d−1 0.190 0.210 0.20 0.1–0.25 [35]

Rate constant for
respiration of XPHA

bPHA d−1 0.190 0.210 0.20 0.1–0.25 [35]

Half saturation parameter
for SPO4 uptake

KPS g SPO4 m
−3 0.190 0.210 0.20 0.1–0.3 [33]

Maximum ratio of XPP/
XPAO

KPP g XPP g XPAO
−1 0.010 0.011 0.01 0.005–0.015 [33]

Half saturation parameter
for XPP/XPAO

KMAX g XPP g XPAO
−1 0.323 0.357 0.34 0.2–0.51 [4]

Half inhibition parameter
for XPP/XPAO

KIPP g XPP g XPAO
−1 0.019 0.021 0.02 0.01–0.03 [33]

Saturation constant for
XPHA/XPAO

KPHA g XPHA g XPAO
−1 0.010 0.011 0.01 0.005–0.015 [33]

Half saturation parameter
for SO2 for XPAO

KO,PAO g SO2 m
−3 0.190 0.210 0.20 0.1–0.3 [33]

Half saturation parameter
for SNO3 for XPAO

KNO3,

PAO

g SNO3.m
−3 0.475 0.525 0.50 0.375–0.625 [33]

Half saturation parameter
for SA for XPAO

KA,PAO g SA m−3 3.800 4.200 4.00 2–6 [33]

Half saturation parameter
for SNH4 for XPAO

KNH,

PAO

g SNH4 m
−3 0.048 0.053 0.05 0.025–0.075 [33]

Half saturation parameter
for SPO4 as nutrient
(XPAO growth)

KP,PAO g SPO4 m
−3 0.010 0.011 0.01 0.005–0.015 [33]

Half saturation parameter
for SALK for XPAO

KALK,

PAO

mol HCO3
– m−3 0.095 0.105 0.10 0.05–0.15 [33]

Maximum growth rate of
XAUT

μAUT d−1 1.122 1.240 1.18 0.2–1.2 [35]

Decay rate for XAUT bAUT d−1 0.076 0.084 0.08 0.04–0.1605 [35]
Half saturation parameter

for SO2 for XAUT

KO,A g SO2.m
−3 0.475 0.525 0.50 0.1–2 [4,36]

Half saturation parameter
for SNH4 for XAUT

KNH,A g SNH4 m
−3 0.950 1.050 1.00 0.5–1.5 [35]

Half saturation parameter
for SALK for XAUT

KALK,A mol HCO3
– m−3 0.475 0.525 0.50 0.25–0.75 [33]

Half saturation parameter
for SPO4 for XPAO

KP,A g SPO4 m
−3 0.010 0.011 0.01 0.005–0.015 [33]

Hydrolysis rate coefficient
for SBAP

kH,BAP d−1 7.04E-07 7.78E-07 7.41E-07 3.705E-07–
1.11E-06

[24]

Hydrolysis rate coefficient
for SUAP

kH,UAP d−1 0.010 0.011 0.01 0.0051–0.0153 [24]

Overall oxygen transfer
coefficient aerobic tank

kLaT,3 h−1 9.500 10.500 10.00 9.5–10.5 [4]

Overall oxygen transfer
coefficient MBR tank

kLaT,4 h−1 3.230 3.570 3.40 3.23–3.57 [4]

Yield for XH growth YH g XH g XS
−1 0.372 0.411 0.39 0.38–0.75 [4]

Fraction of XI generated
in biomass decay

fXI g XI g XH
−1 0.057 0.063 0.06 0.05–0.4 [36]

Yield for XPAO growth YPAO g XPAO g XPHA
−1 0.421 0.465 0.44 0.42–0.78125 [33]

Yield for XPP requirement
per XPHA stored

YPO4 0.380 0.420 0.40 0.38–0.42 [33]

(Continued)
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considered for the GLUE application. The results of
GSA application provides useful hints for identifying
which factors, once evaluated, may provide a reduc-
tion of the model variance and consequently which
model outputs need further experimental measures.

In the following, for sake of conciseness, only the
results related to six model variables (MLSS1, SPO,1,

ESPO,1, SNH4,3, SNO3,5 and EMOD) will be discussed,
focusing the attention on the physical/biological
meaning of the important factors obtained for each
variable. These variables have been selected, among
the available measured ones, as representative of the
main processes occurring in each reactor. For instance,
in the anaerobic tank, the most important process is

Table 2 (Continued)

Description Symbol Unit MIN MAX Calibrated
Literature
range References

Yield for XPP storage per
XPHA utilised

YPHA g XPP g XPHA
−1 0.190 0.210 0.20 0.19–0.21 [33]

Yield of XAUT growth per
SNO3

YA g XAUT g SNO3
−1 0.228 0.252 0.24 0.228–0.252 [33]

Fraction of SBAP generated
in biomass decay

fBAP — 0.007 0.007 0.0070 0.0069–0.022575 [33]

Fraction of SUAP

generated in biomass
decay

fUAP — 0.091 0.101 0.10 0.091485–
0.101115

[33]

Fraction of influent SF FSF — 0.114 0.126 0.12 0.06–0.18 [33]
Fraction of influent SA FSA — 0.040 0.045 0.04 0.04–0.12 [33]
Fraction of influent SI FSI — 0.114 0.126 0.12 0.114–0.126 [33]
Fraction of influent XI FXI — 0.095 0.105 0.10 0.05–0.15 [33]
Fraction of influent XH FXH — 0.095 0.105 0.10 0.06–0.18 [33]
Erosion rate coefficient of

the dynamic sludge
β — 0.013 0.014 0.01 0.0001–0.021 [31]

Stickiness of the biomass
particles

α — 0.454 0.502 0.48 0–1 [31]

Compressibility of cake γ kg m−3 s 0.0023 0.0025 0.0024 0.000556–
0.00278

[31]

Substrate fraction below
the critical molecular
weight

f — 0.865 0.956 0.91 0.001–0.99 [31]

Screening parameter λ m−1 1.44E+03 1.60E+03 1.52E+03 1 E+03–2E+03 [31]
Efficiency of backwashing CE — 0.946 1.046 0.9960 0.996−0.999 [31]
N content of SI iN,SI g N g SI

−1 0.010 0.011 0.01 0.0075–0.0125 [33]
N content of SF iN,SF g N g SF

−1 0.029 0.032 0.03 0.0225–0.0375 [33]
N content of XI iN,XI g N g XI

−1 0.023 0.026 0.0245 0.015–0.025 [33]
N content of XS iN,XS g N g XS

−1 0.041 0.046 0.0437 0.03–0.05 [33]
N content of biomass iN,BM g N g XBM

−1 0.010 0.011 0.01 0.0665–0.0735 [33]
P content of SF iP,SF g P g SF

−1 0.029 0.032 0.03 0.005–0.015 [33]
P content of XI iP,XI g P g XI

−1 0.005 0.006 0.0056 0.005–0.015 [33]
P content of XS iP,XS g P g XS

−1 0.009 0.010 0.0099 0.005–0.015 [33]
N content of biomass iP,BM g P g XBM

−1 0.020 0.022 0.0207 0.015–0.025 [33]
Conversion factor XI in

TSS
iTSS,XI g TSS g XI

−1 0.748 0.827 0.79 0.7125–0.7875 [33]

Conversion factor XS in
TSS

iTSS,XS g TSS g XS
−1 0.748 0.827 0.79 0.7125–0.7875 [33]

Conversion factor biomass
in TSS

iTSS,BM g TSS g XBM
−1 0.898 0.992 0.95 0.855–0.945 [33]

Conversion factor XPHA in
TSS

iTSS,
XPHA

g TSS g XPHA
−1 0.570 0.630 0.60 0.57–0.63 [33]

Conversion factor XPP in
TSS

iTSS,XPP g TSS g XPP
−1 3.069 3.392 3.23 3.0685–3.3915 [33]
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the release of phosphorus by the phosphorus-accumu-
lating organisms (PAO). Therefore, SPO is expected to
vary the most in the anaerobic reactor. In Fig. 3, the
|βi| values of the important model factors are shown
for the six selected model outputs.

3.1.1. MLSS model outputs

For MLSS1 only five model factors are important
(Fig. 3(a), Table 3). Among them iTSS,XI and FXI have
the highest influence. These factors represent, respec-
tively, the factor for converting the inert biomass (XI)
concentration into total suspended solid and the frac-
tion of inert biomass in the inlet wastewater. Both iTSS,
XI and FXI are responsible for 15 and 16% of the total
variance of MLSS1, respectively. Thus, the experimen-
tal determination of FXI by using batch respirometric
tests for the influent COD fractionation leads to the
16% variance reduction for MLSS1. The positive value
of βi for iTSS,XI and FXI indicates that increasing the
value of these two factors an increase of the MLSS1
occurs. Moreover for MLSS1 model factors YH (yield
coefficient for XH growth), fXi (fraction of Xi generated
in biomass decay) and iTSS,BM (biomass conversion fac-
tor in total suspended solids) are important (Fig. 3(a),
Table 3). As demonstrated in other studies, the influ-
ence of fXi is particularly interesting in MBR systems
[9,34] with the increase of the sludge retention time
(SRT). Indeed, the increase of SRT leads to the pro-
gressive accumulation of Xi. Consequently, in case of
high SRT value (typical condition in MBRs) an impor-
tant source of uncertainty determining the variance in

the MLSS concentration is related to the biomass lysis
process. Thus, it is important to know the activity of
biomass by using respirometric method.

3.1.2. Phosphorus model outputs—P

For SPO,1 factors iP,SF, iP,XI, iP,XS and iP,BM are
important (Fig. 3(b)), which, respectively, represent
the phosphorus content of soluble fermentable organic
matter (SF), XI, particulate biodegradable organics (XS)
and biomass. Except for iP,XI, all the important factors
have positive influence on SPO,1. The negative effect of
iP,XI on SPO,1 (increasing iP,XI the decrease of SPO,1

occurs) is attributable to the fact that increasing the
phosphorus content of XI the SPO produced during
the anaerobic hydrolysis process is low. Such a result
underlines, even for SPO,1, that the proper knowing of
the COD fractionation may lead to uncertainty reduc-
tion. The factors iP,SF, iP,XI, iP,XS and iP,BM are all
related to phosphorus fractionation and no kinetic fac-
tors were important. From Table 3 and Fig. 3(c), one
may observe that in terms of efficiency of the model
output SPO,1 the factors KO and KNH,A as well as iP,SF,
iP,XI, iP,XS and iP,BM are important. The importance of
KO on SPO,1 is related to the ability of KO to regulate
the anoxic growth of heterotrophic biomass rate and
consequently, the substrate availability. Such substrate
availability is required for the anaerobic phosphorus
release, recycled from the anoxic to the anaerobic tank.
On the other hand, KNH,A regulates the rate of the
aerobic growth of the autotrophic biomass and conse-
quently the nitrate mass that arrives at the anaerobic

(a) (b) (c)

(d) (e) (f)

Fig. 3. Important model factors for MLSS1 (a), SPO,1 (b), ESPO,1 (c), SNH4,3 (d), SNO3,5 (e) and EMOD (f).
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tank and which controls the anaerobic activity of
PAOs. Thus, as the aerobic processes are quite impor-
tant for the SPO,1 modelling it is suggested, for sys-
tems having UCT scheme, to measure with specific
test batch the value of KNH,A and KO.

3.1.3. Nitrogen model outputs—N

Regarding SNH4,3 factors μAUT, bAUT, KNH,A, iN,BM

and iP,SF are important (Fig. 3(d)). The highest vari-
ance contribution is due to the factor iN,BM that is
responsible for 18% of the SNH4,3 total variance (βi

2 =
0.183). Such a result demonstrates that even for the
nitrogen variable, a high influence of the fractionation
stochiometric coefficients is obtained. The influence of
μAUT on SNH4,3 is consistent with the nitrification pro-
cess that occurs in the aerobic tank. Increasing μAUT,
the aerobic growth rate of autotrophic biomass
increases and, consequently, the ammonia concentra-
tion inside the aerobic tank decreases. This result has
also been confirmed by the negative value of βi of
μAUT for SNH4,3 (βi = –0.33) which is in line with previ-
ous studies [34]. Thus, in order to reduce the uncer-
tainty related to the nitrification process predictions, it
is suggested to improve the knowledge acquired on
the factors μAUT and bAUT. Indeed, these two latter fac-
tors due to the typical different operating conditions
of MBRs may have different values compared to the
conventional systems. The influence of iP,SF is proba-
bly due to the indirect effect of this factor on the avail-
ability of nutrients for the biomass growth.

For SNO3,5 factors μH, YH, γ and CE are important
(Fig. 3(e)). The influence of μH and YH is mainly
related to the anoxic growth of heterotrophic organ-
isms (denitrification process) occurring inside the
anoxic tank that strongly influence the SNO3 concentra-
tion in the effluent. Indeed, denitrification occurs by
means of heterotrophic biomass, thus increasing μH
and YH, the effluent nitrate concentration decreases (as
confirmed by the negative value of βi related to μH
and YH for SNO3,5).

Factors γ and CE (both related to the physical sub-
model) resulted also to be important. These model fac-
tors γ and CE represent the compressibility of cake
layer on the membrane surface and the efficiency of
backwashing for membrane cleaning, respectively.
Therefore, the results indicate that the presence of the
membrane has a relevant contribution even for soluble
pollutants removal such as SNO. As demonstrated by
the negative value of βi related to γ for SNO3,5, increas-
ing the value of γ, a decrease of SNO3,5 occurs. On the
other hand, the positive value of βi for CE shows that
increasing CE, the increase of SNO3,5 takes place. The

influence of CE and γ on SNO3,5 can be due to the
different ability, changing their value, of the cake layer
to retain fraction of pollutants or to be interested of
anoxic micro-zone. As shown in Fig. 3(f), the unique
important factor for EMOD is γ that contributes with
almost 60% (βi

2= 0.57) to the total variance of EMOD.
Such a result has relevant interest for MBRs corrobo-
rating the fact, as demonstrated in previous studies
[4,32,37], that the cake layer plays an important role
on the pollutant removal.

3.2. GLUE application

Before applying the GLUE method, the posterior
distributions of the important factors have been evalu-
ated (step 6 of Fig. 2). The posterior distributions of
the important factors have been obtained on the basis
of the model efficiency. Thus, the obtained posterior
distributions have been conditioned to the measured
data allowing the model learning from the data. More
specifically, for each important factor, the 800 model
efficiencies (obtained as result of the step 3.3 of Fig. 2)
have been ranked firstly on the basis of the increasing
order of the important factor values. The ranked
model efficiencies have been normalised with respect
to the sum of the model efficiency values. For each
important factor, the cumulative distribution of the
normalised model efficiencies has been used for set-
ting the posterior distribution. The GLUE was applied
by performing 1,200 behavioural Monte Carlo simula-
tions. During each simulation, only the 28 important
model factors were varied (according to the range
reported in Table 2 and the calculated posterior
distribution). All non-important factors were kept
constant and equal to their calibrated value.

In Table 4, the results of the indices used to quan-
tify the uncertainty of the prediction bands are
reported for each model output taken into account in
the GSA-GLUE application.

In Fig. 4, the uncertainty bands of some model
outputs are reported. In particular, the uncertainty
bands for the following model outputs are shown:
CODTOT,1 (Fig. 4(a)), SNH4,1 (Fig. 4(b)), SPO,1 (Fig. 4(c)),
SPO,2 (Fig. 4(d)), SNH4,3 (Fig. 4(e)) and SNO3,5 (Fig. 4(f)).

From a visual inspection of Fig. 4, one may
observe that the width of the uncertainty bands
changes considerably with the model output. This
result is corroborated by the statistical index values in
Table 4. This is mainly due to the fact that some of the
model outputs are involved in more complex phenom-
ena than others (e.g. phosphorus or nitrogen removal
processes). The different process complexity leads to
high model prediction uncertainty [38]. Furthermore,
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the overparameterisation (typical feature of the ASM
models) and correlation among factors increase the
factors uncertainty due to the low identifiability
against the poor data availability. As shown in Table 4,
high uncertainty, in terms of ARIL value, was
obtained for the model outputs related to the nitrogen
removal process (SNH4,3; SNH4,5; SNO3,5). The high
ARIL value shows that the model does not sufficiently
reproduce the measured data. For SNO3,5 this result
could be due to the correlation between μAUT and
bAUT factors, both included in the GLUE application.
Moreover, it is possible to observe that the uncertainty
bands change with the plant section (Fig. 4). Such a
result, as demonstrated also in previous studies on the
ASM models, is mainly due to the different processes
involved in the plant sections [34].

In the following, the results reported in Fig. 4 and
in Table 4 are discussed in detail.

Regarding CODTOT,1, the results show that the 62%
of measured data lay inside the bands. Moreover, the
low ARIL value (0.41) indicates that the model is suffi-
ciently able to reproduce the measured data (Table 4,
Fig. 4(a)). The maxWDTH/averageWDTH (1.06) value for
CODTOT,1, being very close to 1, shows that over the
entire simulation period, the model prediction uncer-
tainty is constant.

The band width for the ammonia model outputs
(SNH4,1 and SNH4,3) increases from the first to the
third section (Fig. 4(b) and (e)) as demonstrated by
the increasing value of ARIL throughout the plant
sections (from 0.21 to 2.30 for sections 1 and 3,
respectively) (see, Table 4). The larger uncertainty
bands in section 3 are mainly due to two effects. The
first effect is the nitrification process in the aerobic
tank (section 3) which strongly influences the SNH4

concentration, unlike the biological processes that
take place inside the anaerobic (section 1) or anoxic
(section 2) tanks that do not affect the SNH4 concen-
tration. Thus, the uncertainty of the model factors
related to the nitrification process (μAUT, bAUT, KO,A)
is mainly transferred to SNH4,3. The second effect is
the uncertainty propagation from the influent to the
effluent, which makes the uncertainty of the last
plant sections higher than others. Moreover, the
value of maxWDTH/averageWDTH obtained for SNH4,1

and SNH4,3 corroborates the results related to the
ARIL values discussed above. The low value of
maxWDTH/averageWDTH for SNH4,1 (1.21,) shows that
the model prediction uncertainty for SNH4,1 is almost
constant and no temporal variation of the band’s
width along the simulation period occurs. Such a
result suggests that the uncertainty of the input
factors has a low influence on the uncertainty of
SNH4,1 prediction. This result is related to the factT
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that the biological processes occurring inside the
anaerobic tank are not relevant in terms of SNH4,1

variation even during the nitrogen peak load periods.
Conversely, for SNH4,3 the high value of maxWDTH/
averageWDTH (3.31) indicates that the uncertainty of
the model prediction varies during the simulation
period suggesting that the uncertainty of factors
related to the nitrification (especially of μAUT and
bAUT) strongly influences the model predictions in
terms of SNH4,3. Moreover, a further uncertainty for
SNH4,3 is due to the ammonification process (i.e.

conversion of organic nitrogen in ammonia) that
takes place in the aerobic tank.

Regarding SPO (Fig. 4(c) and (d)), the results show
an increasing trend of the uncertainty bands from sec-
tion 1 to section 3. Such a result is confirmed by the
ARIL values (0.41 and 0.64 for SPO,1 and SPO,2, respec-
tively) and by the value of D_max5% and D_max95%,
5.86 and 6.77 mg/L, respectively, for SPO,1 and 6.94
and 9.06 mg/L for SPO,2. Indeed, these values show an
increasing trend of the uncertainty from the first to
the last plant section. The increase of the uncertainty
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Fig. 4. Uncertainty bands, measured data, 5 and 95% percentiles for CODTOT,1 (a), SNH4,1 (b), SPO,1 (c) and SPO,2 (d),
SNH4,3 (e) and SNO3,5 (f).
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band width for SPO,2 is most likely attributable to the
key role that the factor iP,BM has in regulating the
SPO,2 variation due to the PAOs anoxic growth.

Indeed, as well known, under anoxic conditions,
PAOs growth using nitrite and nitrate as electron
acceptors and organic matter are stored under anaero-
bic conditions [34,39]. For SNO3,5, despite the complex-
ity of the involved processes, 90% of measured data
lay inside the bands showing a good model (Fig. 4(f)).
Moreover, the maxWDTH/averageWDTH (very close to 1)
shows that over the entire simulation period, the
uncertainty does not change and the variations of the
influent nitrogen do not influence the uncertainty of
SNO3,5. However, in terms of maxWDTH, D_max5% and
D_max95% (12.81, 13.77 and 19.04 mg/L, respectively)
the results show that SNO3,5 is characterised by a high
uncertainty as demonstrated by the wideness of the
uncertainty bands. This is mainly due the uncertainty
propagation from the input to the output that has an
important role on the model outputs for section 5.

3.3. Implications for modellers

Results discussed in this paper show how rele-
vant is: (1) to select both physical and biological
important model factors; (2) to consider the model
efficiency as reference model output; (3) to perform a
plant section approach for uncertainty analysis.
Regarding the point (1), as shown both during the
GSA and GLUE application only by performing a
comprehensive analysis of the model uncertainty (in-
cluding physical and biological model factors), the
modeller will be able to improve his/her knowledge
and understanding of the role played by each pro-
cess (physical and biological) on the effectiveness of
the model predictions. Indeed, results of sensitivity
and uncertainty analysis have underlined, especially
in terms of total model efficiency, that the integration
between physical and biological processes has a rele-
vant role for the improvement of model predictions.
Regarding the point (2), results revealed that some
model factors were identified as important only on
the basis of the model efficiency (e.g. FSA for COD-

TOT,1 or KO and KNH,A for SNH4,1). Finally, regarding
the point (3) by performing the uncertainty analysis
based on a plant sections approach, the modeller will
be able to discriminate the contribution to the total
uncertainty of each relevant process occurring inside
the system. Indeed, the results show that the uncer-
tainty propagation from the influent to the effluent
has an important role for uncertainty of the last plant
section (section 5). Results show that the model out-
put uncertainty for section 5 is also affected by the
uncertainty related to the model prediction of the

upstream plant sections. In other words, a propaga-
tion of uncertainty as a chain from upstream to
downstream takes place. Thus, from the modelling
point of view, it is suggested to accurately evaluate
the key source of uncertainty of the model predic-
tions related to each plant section.

4. Conclusions

Different results were obtained for each model out-
put and plant section. For the MLSS model outputs,
factors iTSS,XI, FXI and fXi represent the key source of
uncertainty. The GSA results showed a lower linearity
of COD model outputs than others; nevertheless, the
results are consistent with the modelled processes. For
the nitrogen model outputs, the key source of uncer-
tainty is related to the factors μAUT and bAUT, these
factors mainly affected the prediction in the last plant
sections. For the model outputs related to the phos-
phorus, an increase of the uncertainty from the first to
the last plant section was obtained.
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S. Winkler, A. Héduit, P.A. Vanrolleghem, S. Gillot,
Activated sludge modelling: Development and

G. Mannina et al. / Desalination and Water Treatment 57 (2016) 9531–9548 9547



potential use of a practical applications database,
Water Sci. Technol. 63(10) (2011) 2164–2182.

[36] S.R. Weijers, P.A. Vanrolleghem, A procedure for
selecting best identifiable parameters in calibrating
activated sludge model no.1 to full-scale plant data,
Water Sci. Technol. 36(5) (1997) 69–79.

[37] S. Kang, W. Lee, S. Chae, H. Shin, Positive roles of
biofilm during the operation of membrane bioreactor
for water reuse, Desalination 202(1–3) (2007) 129–134.

[38] S.T.F.C. Mortier, S. Van Hoey, K. Cierkens, K.V.
Gernaey, P. Seuntjens, B. De Baets, T. De Beer, I.
Nopens, A GLUE uncertainty analysis of a drying
model of pharmaceutical granules, Eur. J. Pharm.
Biopharm. 85(3) (2013) 984–995.

[39] G.A. Ekama, M.C. Wentzel, Denitrification kinetics in
biological n and p removal activated sludge systems
treating municipal wastewaters, Water Sci. Technol.
39(6) (1999) 69–77.

9548 G. Mannina et al. / Desalination and Water Treatment 57 (2016) 9531–9548


	Abstract
	1. Introduction
	2. Materials and methods
	2.1. Model description and case study
	2.2. The GSA-GLUE approach for the uncertainty assessment
	2.2.1. Phase A: preliminary choices
	2.2.2. Phase B: GSA application
	2.2.3. Phase C: GLUE application

	2.3. The GSA-GLUE application

	3. Results and discussion
	3.1. GSA application
	3.1.1. MLSS model outputs
	3.1.2. Phosphorus model outputs-P
	3.1.3. Nitrogen model outputs-N

	3.2. GLUE application
	3.3. Implications for modellers

	4. Conclusions
	Acknowledgments
	References



