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ABSTRACT

This study presents the development and validation of three different stochastic models on
the basis of (a) their efficiency to forecast and (b) their ability to utilize auxiliary environ-
mental information. The three models are ARIMA models, transfer function (TF) models,
and artificial neural networks. Four-year (2004-2007) daily measurements of dissolved oxy-
gen at four different depths (1, 20, 40 and 70 m) of Thesaurus dam-lake in River Nestos,
Eastern Macedonia, Greece, were used to obtain the best models for these time series. For
the final selected models, four statistical criteria (mean square error (MSE), root-
mean-square error (RMSE), MAPE, and NSC) were used to evaluate the accuracy of the
forecast and to compare the forecasting ability for one step ahead of each approach. For
1- and 20-m depth, the best forecast is obtained by ARIMA models, while for the 40-m
depth, TF models gives the best forecast. Finally for the 70-m depth, according to the MSE,
RMSE, and NSC statistical criteria, ARIMA models are the best, while for the MAPE, TF
models are the best. Further research could be carried out concerning on (a) the comparison
of these models with other forecasting ones, (b) the application of forecasting for more than
one step ahead (m =2, 3, ...), and (c) the implementation of such models in other deep lakes
and the assessment of the comparison between them.

Keywords: ~ Stochastic modeling; ARIMA; Transfer function—TF; Artificial neural
networks—ANNSs; River Nestos; dam-Lake Thesaurus

1. Introduction forecasting, and analysis of water quality for different
possible scenarios. Statistics and computer science
have improved modeling approaches for discovering
patterns found in water resources time series data.
Much effort has been devoted over the past several
*Corresponding author. decades to the development and improvement of time

The decision-making regarding water resources
management issues requires a careful modeling,
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series prediction models [1-3]. A quite significant
number of scientific papers focus on the prediction of
river water quality and quantity parameters in water
bodies [4-6]. River water quality prediction is required
for a proper management of the river basin [7-9].

The linear stochastic models including ARIMA,
SARIMA, and transfer function (TF) models are the
most widely used in forecasting water quantity and
quality parameters at different timescales. They were
built up following the three modeling stages: (a)
model identification, (b) model estimation, and (c)
model diagnostic checking. The ARIMA and SARIMA
models (univariate models) are based on past informa-
tion and do not take into account the effects of other
parameters [10-12]. The TF models are more compli-
cated than the multivariate models. To develop such
models, the computing of the cross-correlation func-
tion (CCF) took place. Recently, the developed
machine learning techniques, artificial neural networks
(ANNSs), have been used for prediction and forecast-
ing in a number of water-related areas. Such models
have the capability to locate complex nonlinear rela-
tionships between input and output parameters, with-
out underlying assumptions of linearity or normality
[5,13-15].

The conservation, protection, and management of
the environment start to be taking into account only
the last half of the twentieth century. This fact was
due to the facing problems of the quantitative and
qualitative degradation of aquatic ecosystems and
water resources. The assessment of water status
requires (a) systematic and long-term monitoring of
specific water quantity and quality parameters and (b)
statistical analysis of these data [16-18].

Nestos is a transboundary river, between Greece
and Bulgaria. Since the beginning of the twentieth
century, large-scale hydraulic works have been con-
structed along its course. Nestos presents scientific
interest especially for issues of monitoring and
management from both countries. This need began
to increase during the late eighties [19-22]. Nowa-
days, there are monitoring programs, management
strategies, and bilateral agreements from both EU
countries (Greece and Bulgaria), under the aegis of
WED 2000/60.

Dam-lake Thesaurus is the study area of this work.
It is the deepest lake in Greece (140 m) and is located
in the intermountainous basin of Nestos. The dam
began to operate in 1997, and it was focused on
hydroelectric power, irrigation needs, and anti-flood-
ing protection. Moustaka-Gouni et al. [23] and Psilovi-
kos [24] study the horizontal distribution of
phytoplankton species and also the frequency and
distribution of sulfide bacteria in the water column,
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during the first years of dam operation (1997-1999).
Albanakis et al. [25] in 2001 analyzed the measure-
ments of six water-quality parameters and noted
strong stratification of water column once a year. So,
Thesaurus was found to be Monomictic Lake, having
a permanent cold hypolimnion under anoxic condi-
tions [25]. Systematic monitoring data confirmed the
results above and consists the base for the sustainable
management of Nestos [26-28].

The purpose of this study was to develop and to
validate different stochastic models to describe the
dissolved oxygen (DO) values at different depths of
dam-lake Thesaurus in River Nestos.

2. Material and methods
2.1. Study case

Our study area is the dam-lake of Thesaurus in the
Hellenic part of River Nestos, which is a transbound-
ary surface water resource in the Balkan Peninsula
(Fig. 1). Thesaurus is the deepest artificial lake in the
Hellenic territory, and the rough geomorphology of
the area is due to the steep relief of its catchment’s
area and the depth of the dam-lake [29-31]. A four-
year monitoring program (19 January 2004-28 Decem-
ber 2007) based on daily measurements of DO and
water temperature (Tw), in four different depths (1,
20, 40, and 70 m) of Thesaurus, was used to obtain the
best-fited models for the specific time series
[27,28,32,33].

Three modeling and forecasting techniques were
evaluated on the basis of (a) their efficiency to forecast
and (b) their ability to utilize auxiliary environmental
information: ARIMA, TF, and ANNs models.

2.2. ARIMA models

To fit an ARIMA model at the existing data, the
three steps of Box and Jenkins method were followed:
(a) model identification, (b) model estimation, and (c)
model diagnostic checking [34].

At the first step, the type and order of the ARIMA
model are identified from the observed time series.
This step is purposed to determine the differencing or
other proper transformations to obtain a stationary
series, i.e. a series with a constant mean and a con-
stant variance through time. Stationarity is a necessary
condition in constructing an ARIMA model. The
graphs of the sample autocorrelation (ACF) and par-
tial autocorrelation functions help to obtain an initial
empirical point of view for the type of the model. For
the seasonal ARIMA model, the identification phase
starts with the estimation of the seasonal model and
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Fig. 1. The location map of Thesaurus dam-lake and the monitoring stations.

afterward with the analysis of its residuals. In a well-
identified seasonal model, its residuals show the non-
seasonal term.

The second step includes the estimation of the
model parameters from the data. The parameters with
significance greater than 0.05 are rejected. For the fit-
ting of a model, the following criteria are used: (a)
Akaike’s Information Criterion [33] and (b) Schwartz’s
Bayesian Criterion [35].

Finally, in the third step, diagnostic checks are
applied to determine whether or not the chosen model
adequately represented the given set of data. The
independence of the residuals are tested with the
graph of the residuals autocorrelation function (RACF,
(@) and the Q-statistic [34], which follows X? distri-
bution with m—k degrees of freedom, where m is the
number of RACF and k is the number of estimated
model parameters. The Kolmogorov—-Smirnov test [36]
and the Q-Q plot are used for the residuals fitting to
the normal distribution.

2.3. TF models

For the construction of the TF models, an appropri-
ate ARMA model is applied to the input series and
obtains the white noise series a;. The output series are
transformed using the above pre-whitening model to

obtain another white series f;. The CCF between «;
and f; is proportional to the impulse response func-
tion (IRF). From the pattern of the IRF, we calculate
the parameters b, 7, s, and preliminary estimates &y
and ¢; [34], which are necessary for the estimation of
the TF model. For the new residuals, a traditional
ARMA model is estimated as described above. After
this identification, the total model is estimated.

2.4. Artificial neural networks

Using ANNSs for forecasting, the modeling philoso-
phy is similar to the traditional statistical approaches
that are used. The unknown model parameters are
adjusted, in order to obtain the best fit between the
inputs and the corresponding outputs [5,8,13,14,37-39].

For time series forecasting, the inputs to the net-
work consist of past samples of the time series and
the output is the predicted value. The relationship
between the inputs and the outputs is:

Vi = fWe-1, Ye-2, Ye-3,-- - Yip) (1

where y; is the observation at time ¢; p is the predic-
tion order, and f the nonlinear TF.

To evaluate the accuracy of the models’ forecasting
ability, the data (1,440 observations) were divided in
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two subsets: (1) a main set (historical period) with
1,420 measurements and (2) a trial set (forecasting per-
iod) with the last 20 measurements. The first set was
used for choosing the model with the best fit to the
data, while the second was used to forecast one step
ahead (j;(1)). The forecasting “one step ahead” means
that the forecasting occurs at time f+1 and the
observations from time f = 0, until time ¢, which is the
starting time.

2.5. Forecasting assessment

To evaluate the forecasting ability, four statistical
criteria were used: (a) mean square error (MSE), (b)
root-mean-square error (RMSE), (c) mean absolute
percentage error (MAPE), and (d) Nash-Sutcliffe
coefficient of efficiency (NSC).

(1) The MSE measures the average of the squares
of the “errors”. The MSE which is given by the
following equation:

n

MSE = %Z (i — ) 3]

i=1

(2) The RMSE is given by the following equation:

RMSE = %Z (vi — i) ®3)

(3) The mean absolute percentage error is given by
the following equation:

Vi—yi

Yi

1 n
MAPE = EZ

i=1

x 100 4)

MAPE is another statistic, which measures the perfor-
mance and forecasting accuracy of the models. The
smaller values of the above criterions show that the
estimated values are close to the real values, therefore,
better performance and forecasting ability of the
model.

(4) The Nash-Sutcliffe coefficient of efficiency is
given by the following equation:

n A2
NsC = 1 - i Ui ¥ 5
>ic (Y —vi)

where ¥ is the sample mean value [40].
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The values of this statistic are less than one (1) and
compare the mean value of a parameter with the esti-
mators of the model parameters. According this statis-
tic, the model with NSC near unit is the best [37].

Thesaurus dam was constructed during the year
1997. For approximately three years, it has been filled
with water, before it starts to operate in the year
2000. During this period of three years, water stagna-
tion phenomena and anoxia at the hypolimnion were
observed [10,23]. Since the beginning of the 2000s,
when Thesaurus starts to operate, the complicated
hydrosystem of Nestos and Thesaurus is trying to
restore the dynamic balance between the natural envi-
ronment and the human intervention. In this study, a
four-year monitoring period on a daily basis (histori-
cal period) is our database. It is an adequate period
of time for the construction of the stochastic models
and the extraction of the statistical results of water
temperature (Tw) and DO. These parameters are
monitored at four different depths in the water col-
umn (1, 20, 40, and 70 m). The forecasting period is
chosen at the end of this period, and 20 steps (d) are
considered sufficient.

3. Results and discussion
3.1. ARIMA models

For each one-time series, different trials were car-
ried out to choose the best-fitted ARIMA forecasting
model. The final ARIMA model was chosen, so that to
satisfy all the statistical diagnostics with significant
parameters. The symbolic and analytic equations of
the final models for each depth, as well as the signifi-
cance of Ljung-Box-Pierce statistic, are given in the
following table (Table 1).

The graph of the monitored DO time series for 1,
20, 40, and 70 m, the estimated ARIMA time series,
and the 95% confidence levels for each one of the
depths are shown in Fig. 2. The time increment from
25 of November to 8 of December, 2007 is part of the
historical and simulation period. On the other hand,
the period from 9 to 28 of December is part of the val-
idation and forecasting period. It was found that more
than 20 d do not provide reliable forecasting results.

The scatter plots of the observed daily DO values
and one day ahead forecasts of ARIMA models are
given in Fig. 3. In the same figure, the correlation coef-
ficient, the line of the best fitting (line 1:1), and the
regression line are presented and give a graphical rep-
resentation of the four models forecasting ability.

The values of the four statistical criteria (MSE,
RMSE, MAPE, and NSC), which are used for the
assessment of the fitted models, are given in Table 2.
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Table 1
ARIMA models for DO in 1, 20, 40, and 70 m
DO (m) Model Analytic equations Sig. Q(18)
1 ARIMAG, 1, 5) _ (1-0.5B% —0.790B° + 0.366B* + 0.102B)e; 0136 ©)
Y Y= "1 " B)(1+ 0.397B — 0.245B2 + 0.880B°)
(1 —0.722B — 0.498B2 + 0.274B%)e;
2 ARIMA(2, 1 = 2 7
0 MAZ 1,3 Y= "1~ B)(1— 0.428B + 0.5345?) 0250 @
3 (1+0.108B + 0.308B%)e;
40 ARIMAZ, 1, 13) Yt =T = B)(1 — 0.339B% + 0.189B° + 0.082B") 0850 ®
_ 2
70 ARIMAQ, 1, 10) (1 — 05655 )er 0.585 ©)

Y= 1= B)(1 — 0.206B — 0.477B% + 0.252B° + 0.123B10)

Dissolved Oxygen (mgllit)
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Fig. 2. Daily observed and predicted DO values with ARIMA, models for the depths (a) 1 m, (b) 20 m, (c) 40 m «oi, and
(d) 70 m for the historical and validation period.
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The ranking of the used models, beginning from the
best to the worst one, according to MSE, RMSE, and
MAPE criteria is: (a) model of 20 m, (b) model of
40 m, (c¢) model of 70 m, and finally (d) model of 1 m.
The results are different only for the NSC criterion,
where the ranking is (a) model of 40 m, (b) model of
20 m, (c) model of 1 m, and finally (d) model of 70 m
with a negative value.

3.2. TF models

To investigate a possible correlation between DO
and Tw for each depth, the sample cross-correlation
function (SCCF) is obtained from the ARIMA models
and showed significant correlations (Fig. 4). This
means that there is a direct correlation between the
two time series. So, for the construction of the four TF
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Table 2
Comparison of ARIMA models performance for testing
data set
ARIMA MSE RMSE MAPE NSC
1 m depth 0.4425 0.6652 7.9472 0.614
20 m depth 0.0077 0.0877 1.0552 0.799
40 m depth 0.0167 0.1293 1.5882 0.916
70 m depth 0.1376 0.3709 4.4140 —0.170

models, the Tw values were used as input time series
and the DO values as output time series, for each
depth. The ARIMA models that were used for the pre-
whitening of these two parameters are given in
Table 3.

(a), (b) |
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=
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Fig. 3. Scatter plots of the observed and predicted values for the ARIMA models, (a) 1m, (b) 20m, (c) 40 m, and

(d) 70 m.
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Fig. 4. The SCCF between DO and Tw for (a) 1 m, (b) 20 m, (c) 40 m, and (d) 70 m.

The analytic equations of the final TF models for
each one depth are:

TF-1: y;
= 0.073 — 0.004x;
(1 —0.440B* — 0.755B° + 0.346B* + 0.107B°)
(1— B)(1 — 0.465B + 0.809B°%) é
(10)

Table 3
Pre-whitening ARIMA models

Depth Dissolved oxygen Water temperature
Im ARIMAG, 1, 5) ARIMA(1, 1, 13)
20 m ARIMA(, 1, 3) ARIMA(, 1, 2)

40 m ARIMA(2, 1, 13) ARIMA(, 1, 2)

70 m ARIMA(2, 1, 10) ARIMA(1, 1, 2)
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Table 4 TF.40
. g .. . A
The significance of Q(18) statistic for TF models | 0.048(B — 1) )
2 2 : x T 1-085% | °
TE1 TFE20 TF-40 TE70 (1 +0.943B% — 0.09B* + 0.216B° — 0.067B° + 0.083B7) .
Significance of Q(18) statistic 0.106 0.103 0.229 0.10 (1 —B)(1—0.128B + 0.983B2) !
(12)
TE-70 : y;
TE-20: y; = —0.113x;_> + 0.113x;_3
= 0.091x — 0.09x;1 (1 —1.089B + 0.23B2 + 0.06B*) a3
(1 —0.706B — 0.513B2 + 0.276B%) . (1) (1— B)(1 — 0.895B) o
(1-B)(1—0.421B — 0.540B?) !
@ b) |
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Fig. 5. Daily observed and predicted DO values with TF models for the depths (a) 1m, (b) 20 m, (c) 40 m o1, and
(d) 70 m for the historical and validation periods.
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Fig. 6. Scatter plots of the observed and predicted values for the TF models, (a) 1 m, (b) 20 m, (c) 40 m, and (d) 70 m.

Table 5

Comparison of TF models performance for testing data set
Transfer function =~ MSE RMSE MAPE NSC
1-m depth 04527  0.6728  7.9748 0.605
20-m depth 0.0079  0.0891  1.075 0.793
40-m depth 0.0131  0.1144 14791 0.934
70-m depth 0.1413 03759  4.3697 —0.202

For all the models above, the significance of the
Ljung-Box-Pierce Q(r) statistic, for r =18 is greater
than 0.05 and the models are adjusted. Table 4 shows
the exact values.

The graph of the monitored DO time series for 1,
20, 40, and 70 m, the estimated TF time series, and the

95% confidence levels for each one of the depths are
shown in Fig. 5.

The scatter plots of the observed daily DO values,
the one day ahead forecasts of TF models and the cor-
relation coefficient for the values in the four depths
are given in Fig. 6. The values of the correlation coeffi-
cients are 0.760 for 1-m, 0.904 for 20-m, 0.949 for 40-m,
and 0.212 for 70-m depth. These values are different
from the ARIMA models” corresponding values at the
third decimal digit, which means that the two models
are almost equivalent.

Both the historical and the validation periods are
the same as in ARIMA case study. The values of
the statistical criteria (MSE, RMSE, MAPE, and NSC)
are shown in Table 5. According to the MSE, RMSE,
and MAPE criteria, the ranking of the used models,
beginning from the best to the worst one, is (a)
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Table 6
The statistics of ANNs models in the four depths
Statistics of ANN ANN-1 ANN-20 ANN-40 ANN-70
Training sample Sum of squares error (SSE) 23.679 8.867 6.369 4.418
Relative error (RE) 0.48 0.017 0.013 0.09
Testing sample Sum of squares error (SSE) 7.082 2.335 1.416 0.968
Relative error (RE) 0.027 0.013 0.007 0.005
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Table 7
Comparison of ANNs models performance for testing data
set

ANNs MSE RMSE MAPE NSC
1-m depth 0.5233 0.7233 8.934 0.544
20-m depth 0.0434 0.2084 2.672 —-0.130
40-m depth 0.0170 0.1305 1.678 0.915
70-m depth 0.1913 0.4375 5.860 —0.628

model of 20 m (TF-20), (b) model of 40 m (TF-40),
(c) model of 70 m (TF-70) and finally (d) model of
1m (TF-1). The results are different only for the
NSC criterion, where the ranking is: (a) model of
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40 m (TF-40), (b) model of 20 m (TF-20), (c) model
of 1m (TF-1), and finally (d) model of 70 m (TF-70)
with a negative value.

3.3. Artificial neural networks

As mentioned above, the 1,440 daily measurements
are divided in two subsets (historical and forecasting
periods). The 70% of the historical subset is defined as
training sample, while the rest 30% as validation or
testing sample. The most commonly used type of
ANNs in hydrological modeling is the feed-forward
multilayer perceptron, which was used in this study
[9]. The structure of the final neural networks is as
follows:
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Fig. 8. Scatter plots of the observed and predicted value for the ANN models, (a) 1 m, (b) 20 m, (c) 40 m, and (d) 70 m.
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One hidden layer.

The sigmoid function as the input activation.
The identity function as the output activation.
As the rule of convergence of the algorithm is
the nonincrease of error after two steps, or the
completion of maximum time of 15 min, or the
completion of the maximum number of
2,000 epochs.

1,000 repeats for each model.

Selection of the final model using the sum of
square error (SSE) on the validation subtest.

Using the above methodology, four ANNs models
were constructed based on the structure of the
ARIMA models, at the four depths. In any case, as
input time series past DO values were used resulting
to the following ANNSs:

ANN-1: v = f(Ye-1, Yi-2, Yi-3, Yi-4) (14)
ANN-20: y; = f(yi-1, Ye—2, Yi-3) (15)
ANN-40 : vy = f(Ye1, Ye-2,Ye3) (16)
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Table 8

Comparison of model performance for testing data set

Depth  Statistical measures ~ARIMA TF ANNs

1m MSE 0.4425 0.4527 0.5233
RMSE 0.6652 0.6728  0.7233
MAPE 7.9472 79748  8.934
NSC 0.614 0.605 0.544

20 m MSE 0.0077 0.0079  0.0434
RMSE 0.0877 0.0891  0.2084
MAPE 1.0560 1.0750 2.672
NSC 0.799 0.793 -0.130

40 m MSE 0.0167 0.0131  0.0170
RMSE 0.1293 0.1144 0.1305
MAPE 1.5882 14791 1.678
NSC 0.916 0.934 0.915

70 m MSE 0.1376 0.1413  0.1913
RMSE 0.3709 0.3759  0.4375
MAPE 4.414 43697 5.860
NSC -0.170 —-0.202 -0.628

Note: Bold values indicate the best fitted model in 1, 20, 40, and
70 m respectively.

ANN-70: vy = f(Ye-1, Ye—2, Yi-3) 17)
where ANN-k is the neural network that corresponds
to the k-meters depth.

In Table 6, the statistical tests of the used ANNs
models are shown, thus the sum of squares error—
SSE and the relative error—RE of the residuals of the
fitting models, in both the training and testing
samples.

In Fig. 7, the graph of the monitored DO time
series for 1, 20, 40, and 70 m, the estimated ANNSs
models and the 95% confidence levels for each one of
the depths are shown. Both the historical and the
validation periods are the same as in the previous
ARIMA and TF case studies.

The statistical criteria for the ranking of the fore-
casting ability of ANNs models are given in Table 7.
According to the values of the three statistical criteria
(MSE, RMSE, and MAPE), the best forecast occurs
with (a) ANN-40, (b) ANN-20, (c) ANN-70, and (d)
ANN-1 models. Concerning on NSC criterion, the
ranking of the models is (a) ANN-40, (b) ANN-1, (c)
ANN-20, and ANN-70.

The values of the correlation coefficients, the scatter
plots of the observed daily DO values, and one day
ahead forecasts of ANN models of the four daily DO
values are given in Fig. 8. The correlation coefficients
values are 0.756 for 1 m, 0.946 for 20-m, 0.973 for 40-m,
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and 0.784 for 70-m depth. The above measures showed
that the ANN models were having sufficiently better
behavior compared with ARIMA and TF models.

3.4. Comparison of the models

To give a graphical representation of the compar-
ison between ARIMA, TF, and ANNs models, the
monitored and the predicted DO values are plotted
with the three different approaches for each of the
sensor depths of 1, 20, 40, and 70 m (Fig. 9).

Also, the one day ahead forecasting performances
of all models for the forecasting phase are given in
Table 8.

4. Conclusions

The comparison of the models’ forecasting ability
was the purpose of this study. The 1,440 DO daily mon-
itoring values, at each one of the four depths (1, 20, 40,
and 70 m) in Thesaurus dam-lake, were used for the
application of three different models: ARIMA, TF, and
ANNg. From the statistical criteria analysis above, it
became obvious that in most cases, the best forecast was
obtained from the ARIMA models. The TF models fol-
lowed with almost the same statistical values, while the
ANNSs had a smaller forecasting ability.

The conclusions (obtained from Table 8) are the
following;:

(1) For 1-m depth: the ARIMA model gives the best
results for all statistics, with the TF model to
come second with a slight difference at the sec-
ond decimal.

(2) For 20-m depth: the situation is the same as in
the 1-m depth, with the ANN to follow with a
slight difference from the other two models.

(3) For 40-m depth: all statistics agree that the TF
gives the best forecast, with the ARIMA to fol-
low and the ANN to come last.

(4) For 70-m depth: according to the MSE, RMSE,
and NSC statistics, the best forecasting ability
belongs to the ARIMA, the TF follows and the
ANN comes last. As for the MAPE statistic,
best model is the TF, followed by the ARIMA
and the ANN.

Further research can take place in three aspects: (a)
comparing these models with other forecasting mod-
els, (b) applying forecasting for more than one steps
ahead (m =2, 3, ...), and (c) applying these models in
other deep water bodies and assess the comparison
between them.
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