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ABSTRACT

This paper describes a model based on artificial neural network (ANN) for the estimation
of global solar radiation (GSR) on a horizontal surface. The GSR is the primary renewable
energy in the nature. The estimation of GSR is decisive; there are many researches that need
such estimation since they do not have the required instruments. A simple algorithm with
ANN modeling is proposed. The configuration of the back propagation neural network giv-
ing the mean square error was a three-layer ANN (5-30-1 neurons) with tangent sigmoid
transfer function at the hidden layer, sigmoid transfer function at output layer, and Leven-
berg–Marquardt algorithm. The sensitivity analysis was developed and showed that all
studied variables (time, temperature, relativity humidity, wind speed, and atmospheric
pressure) have effect in the prediction of GSR. The results showed that the ANN modeling
could simulate the behavior of GSR.
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1. Introduction

The global solar radiation (GSR) is necessary to be
known in many processes. Most of the environmental
data are usually obtained from local weather stations.
For instance, knowing radiation measurements of
Cuernavaca city, in Morelos State of Mexico (19˚02´ of

latitude, 99˚20´ of longitude, with a height of 1,480 m
above sea level), is important for the people who live
in such city to use the plenty of solar radiation in their
green processes. The climate of Cuernavaca is classi-
fied as moderate with long-term temperature and
relative humidity varying between 5 and 100% and
6.1–36.1˚C, respectively, throughout the year. The GSR
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was found to vary between a minimum of 0 and a
maximum of 1,490 W/m2 [1].

The development of a model using an artificial
neural network (ANN) allows us to learn and simulate
the GSR on a surface by knowing local weather vari-
ables specific to this city. This undoubtedly facilitates
measurements of solar radiation without using a
device that would provide a direct measurement of
GSR, such as pyrometer, heliometer, or other device
designed for this purpose.

The importance of knowing the GSR for this local-
ity is of vital importance, since in this part of Mexico,
there is a daily average of solar radiation that reaches
around 241 W/m2. The values of GSR are the most
important parameter for the solar energy applications
[2]. Thus, the development and implementation of
new solar collection technology, such as solar collec-
tors, photovoltaic panels, solar energy traps for pool
heating, solar ovens, are compulsory. Precise informa-
tion on the spatial distributional GSR is also crucial
for selecting sites for installing power plants [3]. What
entails GSR measurements is the requirement of mea-
surements in real time to carry out the investigations
conducted in different research centers, schools, and
weather stations. Most of the time the GSR measure-
ment instruments are inaccessible, display faults, lack
of providing real-time data, etc. Therefore, the lack of
real-time data in local cities makes compulsory usage
of data from researchers that miss important and pre-
cise information on the GSR. Thus, such missing infor-
mation can be provided by the proper use of models
(as shown here) using available basic weather infor-
mation of locality

Even in automatic weather stations, where solar
radiation is measured, stored data are often lost, due
to equipment failure or erroneous data due to prob-
lems of sensor calibration, or are outside the expected
range [4–6].

The realization of models using an ANN has
increased over the years and we can make use of this
tool in many fields and applications such as constraint
satisfaction, control, data compression, diagnostics,
forecasting, comprehensive mapping, multisensory
data fusion, optimization, pattern recognition, and risk
assessment [7,8]. An ANN is known for its ability to
learn data simulation and prediction. The inspiration
to use a neural network comes from the biology of the
human brain [9–11].

The ANN is useful in this type of prediction of
radiation phenomena, thanks to the dynamism and
the feasibility of using numerous inputs or outputs. At

present, there are numerous models of radiation,
which differ in sophistication from simple empirical
formulations commonly based on weather data or
more complex models which usually involve high
computational costs and require also numerous input
parameters [12].

There are other works on GSR, for many cities in
Europe, including works such as Rehman and Mohandes
[13] for the town of Saudi Arabia, Behrang et al. [14] in
Iran, extensive works for the town of Turkey as Şenkal
[15] where geographical parameters and satellite data are
also used. Lu et al. [16] also reported a model to estimate
solar radiation, specifically in the Chinese area from a
geostationary satellite data, which not only include
meteorological parameters but also data from different
image channels satellite (IR, visible spectrum, day, hour,
daily clearness index, air mass, latitude, altitude, etc.).
Tymvios et al. [17] used a recurrent neural network
method to estimate the maximum sun radiation using
measured values of air temperature and relative
humidity.

The ANN allows developing models with different
input variables to the determination of the GSR; this
paper focuses on using input variables which were
obtained with simple instrumentation ranging from
thermometers to barometers. These variables are avail-
able in any laboratory or weather station and are of
easy access, such as temperature, pressure, wind
speed, and relative humidity. This reduces costs and
offers better and quicker access of data from GSR in
real time; the model is fast and simple to use, and this
reliable model is known to detect a specific error.
Another advantage of the ANN model is that the
results being so similar to models that use a large
number of variables or expensive computer equip-
ment, other models need to use methods for improv-
ing the prediction of ANN, where they perform a
pretreatment data as shown in [18–21], or just the fact
of making conventional models such as Angstrom,
[22] Lewis model [23], and Swartman model [24], or
described in the literature by Duffie and Beckman [25]
that showed how to predict the GSR on a surface
requiring time and money.

In this study, an ANN was used to estimate the
daily GSR on a horizontal surface based on local envi-
ronmental meteorological variables from Cuernavaca,
City. Thus, this work provides an alternative for creat-
ing models based on empirical data. This research used
local meteorological variables such as temperature, rela-
tive humidity, atmospheric pressure, wind speed, and
GSR, with which the proposed model was developed.
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2. Methodology

ANN was applied to obtain a mathematical model
in which the inputs and targets data play an impor-
tant role in setting the network. It is particularly used
in the multilayer perception network which has been
the most used among ANN’s architectures both in the
renewable energy domain and in the time series fore-
casting (see Fig. 1) [18]. A simplified sketch of the
neuron structure and behavior is presented in Figs. 1
and 2.

The input data considered in this study were five
variables: temperature, relative humidity, wind speed,
atmospheric pressure, and time as shown in Figs. 3–5,
and as output data, GSR incident was used on a sur-
face see Fig. 6.

The ANN adopted corresponds to a multilayer
feed-forward network with back propagation and
supervised training.

Fig. 1 shows the general structure of the neural
network, while the second layer presents the details of
the neuron (see Fig. 2) in which (f) could be a sigmoi-
dal or hyperbolic tangent function.

2.1. ANN performance indicators

The feed-forward set in this study consists of three
layers. In the input layer, a transfer function was used
(hyperbolic tangent sigmoid transfer function), while in
the hidden layer and output layer, a transfer function
was adopted (logarithmic sigmoid transfer function). In
the training function was chosen by the Levenberg–
Marquardt algorithm, due to its adjustment, it makes
that minimizes the error, since it uses an approxima-
tion for the Hessian matrix. The Hessian matrix is the
square matrix of second-order partial derivatives of a
function; it describes the local curvature of a function
of many variables.

Data between 2010 and 2012 with an overall of
139,354 observations with time period of 10 min were
measured; 60% of the data were used for training the
neural network, while 20% were used for comparison
and 20% for testing.Fig. 1. ANN multilayer structure.

Fig. 2. Details of the neuron.

Fig. 3. Temperature (˚C) for the 2011–2012 period.
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The ANN was developed by a software toolbox
Matlab®. The input variables were normalized
between 0 and 1, which was obtained by dividing the
maximum value of each variable. Table 1 shows
the parameters used for the process of training of the
ANN proposal.

2.2. Neurons number learning

Optimizing the number of neurons was deter-
mined based on the minimum mean square error
(MSE) value placed data for training and prediction
[26–31]. The learning was conducted by checking the
MSE over a range of 1–35, the number of neurons (see
Fig. 7). The MSE was 0.0137 when using a neuron and
decreased to 0.00419 when used 30 neurons. When
pass from 15 to 30 neurons, there was a small change
in the MSE, reaching a best regression with 30

Fig. 4. Relative humidity (%) for the 2011–2012 period.

Fig. 5. Atmospheric pressure (mbar) for the 2011–2012 period.

Fig. 6. GSR (W/m2) for the 2011–2012 period.
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neurons, increasing the number of neurons in 35 no
significant change.

3. Results and discussion

An ANN was used to develop a model for predic-
tion of GSR on a surface, whereby an R2 of 0.88841
was obtained, with a configuration of 30 neurons in
the hidden layer. Fig. 8 shows the regression obtained.

Table 2 shows the weights obtained by ANN with
30 neurons that produced the best architecture. The
best performance with 15 neurons, obtained when R2

= 0.8751, and with 30 neurons with a maximum in the

regression of 0.88841 (see Fig. 7) due to the nature of
RSG model compared to other models described, is
acceptable.

3.1. Sensitivity analysis

Besides obtaining the model for the ANN, also a
study of the relative importance of the input variables,
called sensitivity analysis, which is based on the
neural network weight matrix and application by the
Garson equation [27,28] in their work, proposed an
equation based on the partitioning of the connection
weights, using the following equation [1].
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where Ij is the relative importance of jth input variable
in the output variable, Nh and Ni are the number of
entries in the hidden layer and the connection weight
W , the suffixes i, o refer to the input layer, hidden,
and output, respectively, the suffixes k, m, and n refer
to the hidden input, neurons, and output, respectively.

Fig. 9 shows the relative importance of the input
variables when applied a sensitivity analysis. In this
case, the more important input variable is the time, fol-
lowed by the atmospheric pressure, the temperature,

Table 1
Parameters used in training

Parameters used in the training process

Performance function MSE
Maximum number of epochs to train 100
Performance goal 1E−3
Maximum validation failures 5
Maximum performance gradient 1E−10
Initial, μ 0.001
μ Decrease factor 0.1
μ Increase factor 10
Maximum, μ 1E+10
Maximum time of train Infinite

Fig. 7. Detail of ANN, input and output.
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Table 2
Weights matrix

Neuron Time Temperature Relative humidity Wind speed Pressure Radiation (RSG)

W1 W2
1 2.50E+03 −1.91E+00 9.85E+00 9.92E+00 −4.71E+01 0.48911939
2 1.76E+03 3.18E+00 1.17E+00 2.70E+00 1.11E+02 −1.1198815
3 −1.07E+02 3.87E+00 1.40E+00 1.98E+01 1.15E+02 0.99049345
4 1.64E+03 −1.64E+00 2.47E+00 3.98E+00 −3.28E+01 −1.1520632
5 −6.22E+02 3.59E−01 −3.45E+00 −3.33E+00 1.05E+02 1.0837525
6 2.21E+03 2.12E+00 1.64E+00 9.63E−02 1.38E+02 59.309229
7 2.20E+03 1.78E+00 −8.08E−01 −5.95E−01 8.00E+01 10.313996
8 2.59E+03 1.25E+00 −4.54E−02 −6.17E−01 7.92E+01 36.606521
9 −9.82E+02 −6.20E+00 −2.14E+00 1.70E+00 −2.24E+02 7.9266037
10 −5.68E+02 −1.04E+01 −8.78E+00 2.12E+00 −1.05E+02 −1.0560186
11 −1.54E+03 −7.57E+00 −9.70E+00 5.48E+00 4.36E+01 0.69781506
12 3.08E+03 −1.24E+00 1.51E−01 1.42E−01 −1.18E+00 54.471562
13 1.73E+03 −3.78E+00 −1.40E+00 8.12E−02 −1.25E+02 32.336055
14 2.50E+03 2.87E+00 −5.31E+00 1.80E+00 −1.16E+02 0.53597143
15 3.74E+02 3.89E+00 1.36E+00 −1.11E+00 1.53E+02 −23.651539
16 4.96E+02 −7.21E+00 6.41E+00 9.05E−01 −1.73E+02 0.5234023
17 −1.96E+03 4.81E+00 1.59E+00 −1.50E+00 1.48E+02 32.828777
18 2.53E+03 −1.72E+01 −2.75E+00 7.30E+00 −1.90E+02 −0.8241482
19 −2.77E+02 −6.91E−01 2.07E+00 1.47E+00 5.52E+01 −4.2419543
20 −2.52E+03 1.61E+00 8.35E−01 7.05E−02 2.92E+01 50.667646
21 2.99E+03 −3.52E+00 −1.35E+00 5.31E−02 −9.49E+01 −45.789322
22 2.51E+03 3.75E−03 −2.08E−01 −4.07E−01 3.34E+01 48.979677
23 2.27E+03 −4.80E+00 −1.29E+00 6.86E−01 −1.56E+02 32.336402
24 −2.74E+03 4.63E+00 1.44E+00 −6.13E−01 1.38E+02 42.000404
25 1.32E+03 −3.70E+00 −6.89E+00 −2.88E−01 6.88E+01 −1.6915169
26 1.05E+03 −5.82E+00 −1.62E+00 1.43E+00 −2.09E+02 21.735065
27 −1.84E+03 −7.63E+00 −4.40E+00 2.27E+00 −1.43E+02 2.718599
28 −8.21E+02 −7.59E+00 −2.57E+00 3.69E+00 −2.10E+02 −4.5912158
29 −1.38E+03 −4.00E+00 −2.19E+00 1.74E−01 −2.11E+02 42.648142
30 2.84E+03 −2.23E+00 −2.69E−01 2.57E−01 −5.09E+01 −62.883813

Fig. 8. Regression of 0.88841 was obtained, target vs. simulated data for ANN.
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the relative humidity, and finally, the wind speed.
Atmospheric pressure parameter was not expected to
have a greater importance than the other variables, as
there is no variation in magnitude, ranging from 832 to
846 (mbar) as shown in Fig. 5, but the behavior of the
small variation with respect to solar radiation was a sig-
nificant relationship over the temperature or relative
humidity.

4. Conclusions

This study proposed an algorithm that uses an
ANN to estimate GSR on a horizontal surface of
Cuernavaca city, Morelos State of Mexico. In this algo-
rithm, a stable and efficient model was constructed to
determine the relationship between input variables
and the GSR.

The algorithm was tested with data from the per-
iod 2010, 2011, and 2012. The neural network was
trained with solar radiation data obtained from
national meteorological synoptic station of Cuernavaca
in the same period, as output data. ANN was opti-
mized to yield the best architecture with 30 neurons,
resulting in a MSE of 0.0095. With this architecture
adopted, the configured ANN obtained an R2 of
0.88841.

The Garson’s equation was used for a sensitivity
analysis. This allows us to know the variable with the
most importance relative and effect that exists in the
modeling of the GSR. Time was the variable that had
a greater relative importance, followed by the atmo-
spheric pressure, temperature, relative humidity, and
wind speed, in that order of importance. It seems

interesting that the atmospheric pressure has a ten-
dency to solar radiation.

The ANN is a very useful tool when trying to sim-
ulate and find predictive models for a specific time.

Finally, the parameters such as temperature and
relative humidity did not have a tendency to behave
in the same way as the radiation. The development of
this model is definitely a contribution to local cities,
and specifically to Cuernavaca, since no GSR models
are available for this part of the country. It is also
compulsory to have GSR data in real time where the
computational costs of modeling by ANN are compet-
itive in comparison with other models and predicting
weather variables. Future work will focus on a vari-
able in order to know the relationship between atmo-
spheric pressure and GSR.
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ficial neural networks’ methodologies in estimating
global solar radiation, Sol. Energy 78(6) (2005) 752–762.

[18] C. Voyant, M. Muselli, Ch. Paoli, M.L. Nivet, Optimi-
zation of an artificial neural network dedicated to the
multivariate forecasting of daily global radiation,
Energy 36(1) (2011) 348–359.

[19] Ch. Paoli, C. Voyant, M. Muselli, M.L. Nivet, Forecast-
ing of preprocessed daily solar radiation time series
using neural networks, Sol. Energy 84(12) (2010)
2146–2160.

[20] J. Faraway, C. Chatfield, Times series forecasting with
neural networks: A case study, research report 95-06
of the statistics group, University of Bath, Bath, 1995.

[21] J.D. Hamilton, Times Series Analysis, Princeton Uni-
versity Press, Princeton, 1994, ISBN 0-691-04289-6.

[22] A. Angstrom, Solar and terrestrial radiation, J. Roy.
Meteor. Soc. 50 (1924) 121–126.

[23] G. Lewis, Estimates of irradiance over Zimbabwe, Sol.
Energy 31 (1983) 609–612.

[24] R.K. Swartman, O. Ogunlade, Solar radiation esti-
mates from common parameters, Sol. Energy 11 (1967)
170–172.

[25] J. Duffie, W. Beckman, Solar Engineering of Thermal
Processes, Wiley, New York, NY, 2013.

[26] K. Yetilmezsoy, S. Demirel, Artificial neural network
(ANN) approach for modeling of Pb(II) adsorption
from aqueous solution by Antep pistachio (Pistacia
vera L.) shells, J. Hazard. Mater. 153 (2008) 1288–1300.

[27] APHA, AWWA, WPCF, Standard Methods for the
Examination of Water and, Wastewater, eighteenth
ed., American Public Health Association/American
Water Works Association/Water Pollution Control
Federation, Washington, DC, 1992.

[28] G.D. Garson, Interpreting neural-network connection
weights, AI Expert 6 (1991) 47–51.

[29] J.A. Hernández, D. Colorado, Uncertainty analysis of
COP prediction in a water purification system inte-
grated into a heat transformer using several artificial
neural networks, Desalin. Water Treat. 51(7–9) (2013)
1443–1456.

[30] E. Cardoso, S. Silva-Martinez, A. Alvarez, J.A.
Hernández, Design and experimental analysis of low-
cost heat water solar collectors, Desalin. Water Treat.
51(4–6) (2013) 1302–1309.
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