
Desalination and Water Treatment
www.deswater.com
1944-3994 / 1944-3986 © 2011 Desalination Publications.  All rights reserved.
doi: 10.5004/dwt.2011.2684

32 (2011) 100–106
 August

* Corresponding author.

Presented at the Third International Conference on Challenges in Environmental Science & Engineering, CESE-2010
26 September – 1 October 2010, The Sebel, Cairns, Queensland, Australia

Evaluation of second order and parallel second order approaches  
to model temperature variation in chlorine decay modelling 

Ahmad Jabari Kohpaei, Arumugam Sathasivan*, Hanieh Aboutalebi
Curtin University, Department of Civil Engineering, Perth, WA, Australia
Tel. +61 (8)9266-7296; email: s.sathasivan@curtin.edu.au

Received 2 September 2010; Accepted in revised form 10 January 2011

abstract
All drinking water receives some form of disinfection and a minimum residual should remain at 
the customer’s tap. Most popular disinfectant of all is chlorine. Chlorine reacts with compounds 
in water and hence leads to decay. Temperature is one of the important factors that control the 
rate of decay. Annual water temperature variations of more than 20°C are common in distribution 
systems, so that dosing needs to be adjusted substantially between seasons to maintain residuals 
within desired limits. Arrhenius equation has been successfully used to estimate the temperature 
effects on chlorine decay reactions, especially when temperature is below 30°C. The temperature 
dependence parameter estimated is activation energy (E)/universal gas constant (R). A number of 
chlorine decay tests were conducted, by varying temperature from 15–50°C. Resulting chlorine 
measurements were input into AQUASIM, data fitting was performed using the parallel second 
order model (PSOM) proposed by Kastl et al. [1] and second order model (SOM) proposed by Clark 
[2]. The model parameters for all modelling approaches were estimated using AQUASIM. PSOM 
has two reactants and two respective decay coefficients. Results showed that PSOM fitted the data 
very well when either single or two E/Rs were used. On the contrary, the SOM did not show a good 
fit to the experimental chlorine decay profile for the same data sets. The results, therefore, indicated 
PSOM is more convenient to describe chlorine decay profile over a wide range of temperature.
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1. Introduction

Drinking water supplies are disinfected primarily to 
inactivate micro-organisms that are harmful to human 
health, before water reaches any consumer [3]. Chlorine 
has been widely employed as a disinfectant in the treat-
ment of water supplies for more than one hundred years, 
due to its low cost and high efficacy. Chlorine, as a non-
selective oxidant, reacts with both organic and inorganic 
chemical species in water; therefore it functions as a 

highly effective antimicrobial agent to reduce the risk of 
water-born and infectious disease.

Typically, disinfectant, here chlorine, is applied in 
the clearwell as the final stage of treatment. This stage 
must achieve an adequate inactivation of microorgan-
isms before the treated water reaches the first customer 
(primary disinfection), and be large enough to ensure 
an adequate residual at the periphery of the distribution 
system to inhibit microbial regrowth (secondary disin-
fection) [4]. As a result, and according to water quality 
regulations, it is essential to have a minimum chlorine 
residual over the whole distribution system and at all 
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times. However, while reacting with different species, 
depending on the quality of water, the type of treatment 
processes and the condition of distribution system, 
chlorine decay behaviour significantly varies. Thus the 
chlorine demand, the retention time, its required set point 
and initial dosing vary from one water source to another 
and also over different water networks. On the other 
hand, the reaction between chlorine and natural organic 
matters (NOMs) contributes to production of disinfec-
tion by-products (DBPs) which has been identified as 
potentially carcinogenic, mutagenic or toxic substances. 
The latter, along with the need to limit the maximum 
chlorine concentration below certain level for aesthetic 
reasons, force operators to optimise the treatment/chlo-
rine dosing. In addition, as temperature has been proved 
to have a significant effect on chlorine decay behaviour, 
any change in this parameter should also be considered. 
Consequently, the important role of having a robust 
mathematical modelling approach to address all above-
mentioned inter-twinned issues, regarding chlorination, 
for both planning and management applications is being 
broadly emphasized [3].

1.1. First order model (FOM)

Traditionally, chlorine decay in bulk waters used to 
be modelled by first order kinetic:

Cl Cld k
dt

= − ⋅  (1)

where Cl is chlorine concentration [mg/L] and k is the 
decay constant [h–1].

Despite the simplicity and easiness of this model, it has 
not presented a good data fitting in different applications. 
Initially, several attempts were made to compensate the 
defects of the simple first order model (FOM) ignoring 
the role of other important influencing factors on chlorine 
decay especially reactant species. These include: 

 • Power-law decay model (nth order)
 • First-order decay with stable components
 • Power-law decay with stable components (nth order)
 • Parallel first-order decay model

A minor empirical improvement upon this situation 
was extended to the models by including some affecting 
factors such as initial chlorine concentration, dissolved 
organic carbon (DOC), pH and temperature.

1.2. Second order model (SOM)

Considering the effect of reactants, Clark [2] intro-
duced a two-component second order chlorine decay 
model which is based on the concept of reaction be-
tween chlorine and another notional substance on the 
assumption that the balanced reaction equation can be 
represented by:  

aA bB pP+ →  (2)

where A and B are reacting substances; A could be rep-
resentative for chlorine and B would be a summation of 
all individual organic and inorganic species which po-
tentially react with chlorine. P is an overall representative 
for the product of the reaction.

An analytical solution for the second order model 
has been proposed by Clark [3]. The proposed solution 
was the first prosperous trial for a second-order model:

1 ReA ut

KC −=
−

 (3)

where CA is the initial chlorine concentration and K, R and 
u are constant parameters to be estimated.

Because chlorine reacts with variety of organic and 
inorganic compounds with different complicated mecha-
nisms and stoichiometry, having a and b as stoichiometric 
parameters, to be estimated, is not appropriate [3]. The 
Clark’s equation can be written as follows if the simple 
stoichiometry of the chlorine reaction is assumed:

2Cl inert productkRA+ →  (4)
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0
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−
=

− ⋅  (5)

where Cl0 and RA0 are initial concentrations of chlorine 
and notional reactant, respectively, and k is the rate coef-
ficient.

One disadvantage for the second order model is that 
it considers only one individual species to react with 
chlorine. This is very important since in most cases at least 
two different reactions with chlorine, the initial fast and 
later slower one, have been reported. Analysing single 
chlorine decay curves, Jabari Kohpaei et al. [6] made 
two important conclusions regarding SOM’s ability to 
predict chlorine residuals. First, they showed that SOM 
overly predicted residuals in the lower end of chlorine 
decay curve, implying false sense of security in achieving 
secondary disinfection goals. Secondly, they noted that 
when higher initial dose was practiced, chlorine residual 
prediction was poorer.

1.3. Parallel second order model (PSOM)

Probably one of the best two-constituent chlorine de-
cay models introduced so far is the one proposed by Kastl 
et al. [1]. Their model was expressed as a new “parallel 
reactant” scheme assuming two notional constituents — 
fast and slow reducing agents — to react with chlorine. 
This parallel second order decay model (PSOM) consists 
of two simultaneous parallel reactions with an overall 
second order kinetics as follows:

2Cl  + FRA  Cl + inert product−→  (6)
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2Cl  + CRA  Cl + inert product−→  (7)

where FRA stands for the fast reacting reducing agents 
and SRA represents the slow reacting reducing agents 
in the water.

The second order reaction rates for different reactants 
in this model could be given as follows:

FRA
FRA Cl  FRAd k
dt

= − ⋅ ⋅  (8)

SRA
SRA Cl  SRAd k
dt

= − ⋅ ⋅  (9)

where FRA and SRA are the concentration of fast and 
slow reacting agents and kFRA and kSRA are their reaction 
rate constants respectively.

Cl FRA SRAd d d
dt dt dt

= +  (10)

where Cl is free chlorine concentration.
The robustness of the model is more understood 

when its way of characterising different chlorine reacting 
agents, FRA and SRA, is given more attention. Addition-
ally, the model does not suffer from the same theoretical 
imperfection that exists in the parallel first order model-
ling methods in which chlorine is divided into two frac-
tions while reacting with compounds in NOM. However, 
like every mathematical model, when there is certain 
number of parameters to be estimated, uncertainty may 
arise as to the parameter values or more than one value 
for a single parameter may satisfy a given set of data. 
This should be minimised by increasing the number of 
experiments and data sets. 

Jabari Kohpaei et al. [6] evaluated the efficacy of 
the parallel second order model (PSOM) against the 
most popular models including FOM and SOM. They 
concluded that PSOM is the most accurate modelling 
methods among the mentioned chlorine decay models.   

1.4. Temperature effect

Depending on the climate of the network region 
as well as the type of water storage and distribution 
system (either over or underground) and the material 
used for that purpose, water temperature could vary 
over the year. For several years, Arrhenius equation has 
been proposed as the best method to describe the way in 
which temperature alterations affect the chlorine decay. 

Fisher and Kastl [5] preferred to use a relative form of 
Arrhenius equation to keep the temperature relationship 
independent of any other variables. They assumed the 
temperature dependence relationship to be described by 
a single value of activation energy in this relative form of 
Arrhenius equation:

( )
( ) ( )0

0

0

exp
273 273T T

E T T
Rk k

T T

 − ⋅ − 
= ⋅  + + 

 

 (11)

where kT and kT0 are the reaction constants at temperatures 
T and T0 [°C] respectively. E/R is the ratio of activation 
energy to the universal gas constant [K], which expresses 
the sensitivity of all reactions to the temperature.

The objective of this research is to investigate and 
to compare the temperature effect on chlorine decay at 
normal and high temperatures. For this purpose, after 
conducting all necessary laboratory experiments for the 
nominated water sample, obtained data was analysed 
with the presented parallel second order model (PSOM). 
The results, afterwards, were compared to the ones anal-
ysed with the second order model (SOM).

2. Material and methods

2.1. Water samples and analytical methods

Water samples taken from Pilbara Water Treatment 
Plant influent, labelled as “Pilbara Raw Water”, were 
used for the tests. Prepared chlorine-demand-free HDPE 
bottles were used to store the water samples. Table 1 
presents the water quality characteristics of the samples 
used in the experiments.

Before beginning any sampling for the experiments, 
all involving containers and glassware were cleaned 
with de-ionized water to ensure that no chlorine demand 
was present. Disposable PET bottles were used to keep 
the samples in a water bath to maintain the temperature 
condition constant during the test period. All chlorine 
measurements were conducted with the N,N-diethyl-
p-phenylenediamine (DPD) colorimetric method using 
Lovibond pocket colorimeter. Samples were examined 
at the temperatures of 15, 20, 25, 30, 35, 40, 45 and 50°C. 
To minimise the effects water quality variations, repeated 
tests were done and the results were compared for con-
sistency. Diluted standard sodium hypochlorite solution 
was used for chlorination of the samples. Several experi-

Table 1
Water quality characteristics of the samples

Sample label Description Water quality characteristics

DOC (mgL–1) UV254 pH

PRW Pilbara Raw Water 3.27 0.055 8.35
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ments with de-ionized water were conducted before the 
main tests to ensure the initial chlorine concentrations. 
Duplicate analysis was performed on each sample to get 
an accuracy of ±0.05 mg/L, and the average was reported.

2.2. Data analysis

Employing previously explained chlorine decay 
modelling approaches (PSOM and SOM), data analysis 
was performed using one of the powerful softwares for 
water quality simulation, AQUASIM [7].

AQUASIM contains a dynamic equation solver, which 
is capable of finding best fit parameters [7]. The fitting 
was performed based on the numerical solution of all 
defined reaction schemes. The weighted error between 
experimental and model data (Chi2) can be used as a 
measure of goodness of fit between experimental and 
predicted data and can be defined as follows:

( ) ( ) 2
meas, 2

1 meas,

Chi
n

i i

i i

f f p
p

=

 −
=   s 
∑  (12)

where fmeas,i is the ith measured value, fi(p) is the calculated 
value from the model using parameter values p and smeas,i 
is the estimated standard deviation of fmeas,i.

During parameter estimation for all sets of experi-
mental data, the initial values of all involving parameters 
were adjusted by AQUASIM software until Chi2 reaches 
a minimum value. In order to have the highest level of 
accuracy in parameter estimation process, after assigning 
the initial values of the parameters, parameter estimation 
was first performed using the ‘simplex’ method. The 
process did continue until the difference between new 
Chi2 and the old one became zero. Then, the process was 
performed using the ‘secant’ method several times until 
Chi2 reached its lowest value. 

To model temperature variation, two different meth-
ods of analysis for PSOM were exercised. The reason for 
considering these methods was due to their broadly used 
applications in the literature.

In the first method of analysis, one single temperature-
dependence parameter for both fast and slow reactants, 
defined as the ratio of activation energy to the universal 
gas constant (E/R), was added to other parameters (FRA0, 
SRA0, kFRA and kSRA) in AQUASIM. FRA0 and SRA0 are the 
initial concentrations of the fictional fast and slow react-
ing agents. Using this method, the software estimated 
the parameter to make a linear relationship between rate 
coefficients according to Arrhenius equation.

In the second modelling attempt, two different E/R 
parameters were defined for the involving reactions; one 
for the fast reacting agents labelled as (E/R)FRA and another 
for the slow ones labelled as (E/R)SRA. The latter method 
of temperature analysis is more valid fundamentally, 
according to Arrhenius equation. However, it adds one 
more parameter to the model and makes it more complex.

Using the second order model (SOM), since only 
one reaction is assumed to occur between the chlorine 
and other reacting agents, only one E/R parameter was 
needed.

3. Results and discussion

Parameter estimation and the results of the first and 
second modelling procedures for the temperature analy-
sis with PSOM are presented in Tables 2 and 3 as well as 
in Figs. 1 and 2. Similarly, Table 4 and Fig. 3 show the 
parameter estimation and data fitting on PRW sample 
with the second order model (SOM).

The comparison of two mentioned methods for tem-
perature analysis with PSOM shows that both methods 
present a reasonably good data fitting over the given 
range of temperatures. As can be seen from Figs. 1 and 
2, the second method of temperature analysis with two 
E/R parameters is slightly better than the first approach 
with only one parameter. Similar conclusion can be drawn 
from Tables 2 and 3, i.e. the weighted error between ex-
perimental and model data (Chi2) of the first method is 
very close to the one in the second approach. 

According to Table 2, considering only one tempera-
ture dependence parameter for both notional reactions 
in PSOM, (E/R) is observed to be 8037°K–1. The Chi2 value 
for this experiment is shown to be 0.8797, which is not 
considered to be too high compared with the summation 
of experimental errors for all data points. The tempera-
ture-dependence parameters for the second method of 
temperature analysis with PSOM are shown to be 2853 
and 8374 for the fast and slow reacting agents (FRA and 
SRA), respectively, according to Table 3. This method 
presents a better fit to the experimental data and gives a 
Chi2 value of 0.6283.

Fisher et al. [8] estimated E/R to be between 5000 and 
8000 K for a treated mixed groundwater/artesian source 
on 3 different occasions and 5600 and 9800 K for conven-
tionally treated reservoir and river sources respectively. 
This confirms that the estimated E/R for the authors’ ex-
periment with a single temperature parameter is within 
the reported range. 

Although, the first method for the temperature 
analysis, which considers only one E/R value, is not fun-
damentally valid according to the Arrhenius equation, it 
gives a reasonably low weighted error for the parameter 
estimation, while having one less parameter to be esti-
mated than the second method. 

Referring to the results of parameter estimation for kFRA 
in Table 2 and comparing them with the corresponding 
results in Table 3, it is realised that the rate of increase for 
kFRA with the temperature in the first method is noticeably 
higher than the ones in the second method. This is an un-
wanted result from an extra parameter reduction which 
leads to having higher kFRA values in higher temperatures 
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Table 2
Parameter estimation for PRW sample with the parallel second order model (PSOM); using single E/R value

Parameter Value

Temperature

15 20 25 30 35 40 45 50

FRA0, mg/L 1.1064 1.1064 1.1064 1.1064 1.1064 1.1064 1.1064 1.1064
SRA0, mg/L 2.4483 2.4483 2.4483 2.4483 2.4483 2.4483 2.4483 2.4483
kFRA, (mg/L)–1h–1 2.7610 4.4451 7.0431 10.9912 16.9063 25.6496 38.4077 56.7974
kSRA, (mg/L)–1h–1 0.0242 0.0390 0.0617 0.0963 0.1482 0.2248 0.3366 0.4978
E/R, K–1 8037 8037 8037 8037 8037 8037 8037 8037
Chi2 0.8797 0.8797 0.8797 0.8797 0.8797 0.8797 0.8797 0.8797

Table 3
Parameter estimation for PRW sample with the parallel second order model (PSOM); using two E/R values

Parameter Value

Temperature

15 20 25 30 35 40 45 50

FRA0, mg/L 1.1998 1.1998 1.1998 1.1998 1.1998 1.1998 1.1998 1.1998
SRA0, mg/L 2.8546 2.8546 2.8546 2.8546 2.8546 2.8546 2.8546 2.8546
kFRA, (mg/L)–1h–1 3.3515 3.9688 4.6732 5.4730 6.3769 7.3938 8.5332 9.8045
kSRA, (mg/L)–1h–1 0.0157 0.0258 0.0417 0.0663 0.1039 0.1604 0.2443 0.3672
(E/R)FRA, K–1 2853 2853 2853 2853 2853 2853 2853 2853
(E/R)SRA, K–1 8374 8374 8374 8374 8374 8374 8374 8374
Chi2 0.6283 0.6283 0.6283 0.6283 0.6283 0.6283 0.6283 0.6283

Fig. 1. Data fitting for PRW sample with the parallel second order model (PSOM), using single E/R value.
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compared to the second method. However, the Chi2 val-
ues are not much different in these two methods, which 
shows that having an extra parameter for temperature 
analysis does not have a major influence on the accuracy 
of the chlorine decay prediction. 

The details of parameter estimation for the chlorine 
decay modelling with SOM over a wide range of tempera-
ture (from 15 to 50°C) are presented in Table 4. According 
to this table, the weighted error between experimental 
and model data (Chi2) was 10.2496 for PRW sample with 

SOM. It shows the failure of this method in comparison 
with the parallel second model. This can also be seen from 
visual inspection of Fig. 3. 

Earlier results pointed out that SOM is weaker in 
predicting the chlorine concentration at farther ends of 
distribution system [6]. It especially over predicts the re-
sidual at farther ends of distribution system, providing a 
false sense of security. When results of our previous works 
and this paper are combined, PSOM has appeared to be 
a better method to describe chlorine decay behaviour.

Fig. 2. Data fitting for PRW sample with the parallel second order model (PSOM), using two E/R values.

Fig. 3. Data fitting for PRW sample with the second order model (SOM).
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4. Conclusion

The aim of this study was to evaluate two better 
chlorine decay models for their ability to represent tem-
perature. The models tested were parallel second order 
model (PSOM) and second order model (SOM). For this 
purpose, raw water samples from Pilbara Water Treat-
ment Plant were collected for conducting chlorine decay 
tests over a wide range of temperatures from 15 to 50°C, 
as water temperature in the system could vary between 
20 and 40°C. 

The obtained data was used to analyse the tempera-
ture effect on chlorine decay with the parallel second 
order model (PSOM) proposed by Kastl et al. [4] as well 
as the second order model (SOM) offered by Clark [3].

Using PSOM for the modelling procedure, two meth-
ods of temperature analysis were examined. In the first 
one, one temperature dependence parameter (E/R) was 
used for both fast and slow reaction schemes. In the sec-
ond method, however, one single E/R value was used for 
each reaction pathway between chlorine and two fictional 
reacting agents; (E/R)FRA for the fast reacting agents and 
(E/R)SRA for the slow one.

Results showed that both methods of analysis with 
PSOM presented a good fit to the measured chlorine de-
cay profile over the tested range of temperatures. On the 
contrary, SOM did not fit the experimental data properly.
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