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A B S T R AC T

Different numerical schemes for the fate and transport models of fecal indicator bacteria (FIB) 
were used to predict the concentration of FIB in a creek, which were then compared to a steady 
state model (QUAL2E). Escherichia coli (EC) and enterococci bacteria (ENT) were selected as 
representative FIB to compare the model performance under different fl ow and weather condi-
tions in the Gwangju Creek in Korea. The results revealed that model accuracy of the forward 
time centered space (FTCS) scheme is the highest compared to the upstream, Dufort-Frankel, 
Crank-Nicolson methods and steady state model (QUAL2E) under dry weather conditions. In 
wet weather conditions, however, the upstream scheme shows the best performance among the 
fi ve models. The upstream scheme thus represented a potential method for predicting the fate 
and transport of FIB originating from nonpoint sources during the rainy season. This study 
demonstrates that prediction results could vary in response to different numerical schemes 
and that the amount of discrepancy between the observed and predicted results can be quite 
signifi cant. We expect that this study could be applied to the water quality forecasting system 
as a real time management in near future.

Keywords:  Fate and transport model; Advection dispersion reaction; Numerical schemes; Fecal 
indicator bacteria; Nonpoint sources; Meteorological conditions

1. Introduction

Water quality deterioration associated with fecal con-
tamination sources is a great concern to human health. 
However, it should be noted that the presence of fecal bac-
teria in a water body does not directly imply pathogenic 
bacteria and that it can indeed be a reasonable indicator 
of pathogenic organisms derived from a diverse range 
of human and animal sources. Pathogen-contaminated 

recreational water can cause infectious water-related 
diseases such as gastrointestinal, respiratory, eye, ear, 
nose, throat, and skin illnesses [1]. As an urban stream in 
Korea, the Gwangju Creek has been exposed to various 
fecal contaminations, showing signifi cantly high concen-
trations of fecal indicator bacteria (FIB; e.g., Escherichia 
coli (EC) and enterococci bacteria (ENT)) [2,3].

To protect public health and freshwater resources, FIB 
characteristics need to be investigated via intense moni-
toring and analyses of their fate and transport. For this 
task, modeling approaches can provide an alternative 
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 way to effi ciently understand the bacteria concentration 
in a water system [4]. Previous studies have consid-
ered the sources, fate, and transport of FIB in a water 
body and have demonstrated that nonpoint sources 
(e.g., soil leaching, surface runoff, manure runoff) affect 
FIB levels as major sources of fecal pollution and that 
FIB are mainly infl uenced by weather conditions [5–8]. 
In particular, the fate of FIB are signifi cantly affected 
by solar intensity processes under dry weather condi-
tions [9–12] and resuspension processes from the sedi-
ment bed under wet weather conditions [13,14]. Eleria
and Vogel [15] then found that fecal coliform levels are 
related to antecedent rainfall, in addition to other hydro-
logical and meteorological variables in the river. For the 
total maximum daily load (TMDL) development, a mod-
eling approach was suggested as a means for calculating 
the pollutant load of FIB in the watershed [16], and the 
fate and transport of pathogens were simulated using 
hydrodynamic and water quality modules [17–19].

The theoretical basis for the FIB modeling process 
was proposed by Matson et al. [20], and has since been 
advanced by several researchers [21–24]. However, 
numerical schemes for modeling FIB behavior have not 
been signifi cantly considered. As such, it is thought that 
different schemes could result in discrepancies among 
modeling results due to different inherent assumptions 
and lack of numerical stability [25,26]. Numerical solu-
tions for FIB models can also be affected by the complex-
ity of water fl ow and weather conditions [27]. Thus, it can 
be quite challenging to determine a superior numerical 
scheme for hydrodynamic and water quality modules, 
especially in view of the complicated conditions noted 
above. In this study, four different numerical schemes and 
one steady state model were applied in order to deter-
mine the best approach for predicting bacteria concentra-
tion in a creek in South Korea. The four different schemes 
include the upstream, forward time central space (FTCS), 
Dufort-Frankel, and Crank-Nicolsonmethods [28,29], and 
the one steady state model is QUAL2E [30]. These meth-
ods are then compared in terms of their accuracy.

Accordingly, the objectives of this study are: 1) to 
compare model accuracy between the different schemes 
in terms of ability to predict the concentration of FIB in 
a creek, and 2) to determine the appropriate method for 
calculating FIB processes, depending on the underlying 
weather conditions.

2. Materials and methods

2.1. Study area

Fig. 1 presents a map of the Yeongsan River and 
Gwangju Creek (GJC), showing the monitoring stations; 
black squares (S1, S2, S3, and S4) are FIB monitoring 

stations and open squares are fl ow rate monitoring sta-
tions. The GJC is 23.5 km long with a 111.68 km2 water-
shed, and it fl ows through Gwangju Metropolitan City, 
a highly urbanized area, from Mudeung Mtn. (origin of 
GJC) to the Yeongsan River [31]. The land use around 
GJC is characterized as forest area (46.7%) and urban res-
idential and industrial areas (44.3%); it is under the con-
trol of the Ministry of Environment, Republic of Korea. 
On average, there are 129 rainy days and the daily fl ow 
rate is ~0.7 m3/s. As part of the daily fl ow rate, 0.5 m3/s 
is an induced environmental fl ow used to enhance the 
water quality and to maintain the streamfl ow, supplied 
by diverting water from the Yeongsan River into the 
uppermost stream of the GJC [32].

2.2. FIB transport model development

A one-dimensional FIB transport model was devel-
oped using a hydrodynamic module in order to predict 
FIB concentration under dry and wet weather condi-
tions. Here, a FIB sediment storage module was used to 
simulate the sediment bacteria concentration.

2.2.1. Hydrodynamic model: Saint-Venant equations

For the hydrodynamic model, the Saint-Venant 
equation was implemented to calculate the water quan-
tity associated with water velocity, water surface eleva-
tion, and cross-sectional area. These equations consider 
the continuity and momentum equations used to refl ect 
local acceleration, convective acceleration, pressure 
force, gravity force, and friction force [33]:

∂
∂

∂
∂

Q
x

A
t

+ = 0  (1)

Fig. 1. Gwangju Creek showing the locations of FCB moni-
toring sites and fl ow-rate monitoring stations in the region 
of Gwangju, South Korea.
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where t is time, x is distance [m], A is the cross-sectional 
area [m2], Q is the discharge [m3/s], Sf is the friction 
slope [–], So is the bed slope [–], r is hydraulic radius [m], 
and n is the Manning’s coeffi cient.

2.2.2. FIB transport model: advection dispersion with 
reaction equation

To simulate the FIB module, the advection dispersion 
with reaction (ADR) equation was applied by refl ecting 
the fl ow characteristics, dispersion process, die-off, and 
resuspension:
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where C is the FCB concentration [MPN/100 ml], u is 
the depth average fl ow velocity [m/s], D is the disper-
sion coeffi cient [m2/s], k is the fi rst-order decay coeffi -
cient [1/s], and R is the resuspension rate [kg/m2s]. In 
addition, Cs is the FIB concentration in the sediment bed 
[MPN/100 g] and h is the water depth [m].

For the fi rst-order decay coeffi cient (k), the total bac-
terial die-off rate is a combination of the sunlight die off 
rate and the settling rate:

k k f
hs

s+ks
υ

 (5)

k Is α  (6)

where I is the solar intensity with respect to time 
[MJ/m2], f is the fraction of FIB in the suspended sedi-
ment [–], υs is the settling velocity of the suspended sedi-
ment [m/s], and α is the FIB die-off constant.

Resuspension from the sediment bed to the water 
column was refl ected as a potential source of FIB:

τ = −3 1× 0 3 2u  (7)

where τ is the shear stress [N/m2]. If the bottom shear 
stress (τ) is less than the critical shear stress (τc), deposition 
becomes the dominant process. Here, a τc of 0.75 N/m2

was determined as the beginning of resuspension.
In addition, R is the net resuspension process from 

the sediment bed:

R Ce c= (Ce τ/τ −c 1)  (8)

where R is the resuspension rate [kg/m2 s] and Ce is the 
entrainment coeffi cient [kg/m2 s].

2.2.3. Sediment storage model for FIB

To determine the amount of FIB stored in the sedi-
ment bed, the mass balance equation was applied:

ρ ρ ρ ρs sρρ s
s

s s
sρρ

b sρρ sρρ sA Hs
dC
dt

v Asv A f
TSS

C v A Cρsρρ k A H Cρsρρ= v A f C  (9)

where ρs is the sediment wet bulk  density [kg/m3], As 
is the sediment surface area of the study area [m2], Hs is 
the mixing depth of the sediment [m], f is the fraction 
of particle-associated FIB [–], TSS is the total suspended 
solids concentration in the water column [kg/m3], υb is 
the sediment burial velocity [m/s], and kb is the FIB die-
off rate in sediment [1/s] [12,34–36].

2.3. Numerical methods

An analysis is required in order to obtain accurate 
solutions from a continuous partial differential equation 
(PDE), using an appropriate discrete approximation. In 
this study, the FIB transport model was solved via dif-
ferent numerical methods. Four different schemes were 
used, including upstream, forward time centered space 
(FTCS), Dufort-Frankel, and Crank-Nicolson methods 
(see Fig. 2); specifi c information for the four numerical 
schemes is described in Table 1 [28,29].

Fig. 2. Schematic of FIB modeling using four dynamic mod-
els and one steady state model.
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The FTCS method uses a forward-difference form for 
approximating the time and central-difference for the 
spatial derivative. This scheme is relatively effi cient to 
implement because the values of Cj

i+1  can be updated 
independently of each other. Thus, this scheme could 
be a better solution for a hyperbolic differential equa-
tion than using a parabolic differential equation. In the 
upstream method, the backward-difference form uses

u
C
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∂
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∂
 for the spatial derivative, the forward-difference

form for the time derivative, and the centered-difference
form for the space derivative. Another numerical 
method is the Dufort-Frankel method, which uses the
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The Crank-Nicolson method is used when time-accurate 
solutions are important.

2.4. QUAL2E model

The QUAL2E model, primarily developed by the U.S. 
Environmental Protection Agency (EPA), is an enhanced 
steady state model that is used to predict the water qual-
ity of a riverine system. This model can simulate up to 
15 user-defi ned water quality parameters determined 
in well-mixed stream. It assumes that transport mecha-
nisms (e.g., advection and dispersion) are signifi cant 
only in a longitudinal direction. This model can simulate 

up to 15 water quality parameters and consider multiple 
polluting discharges, withdrawals, tributary fl ows, and 
incremental infl ows [30]:
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where M is the mass [kg], Ax is the cross-sectional area 
[m2], DL is the longitudinal dispersion coeffi cient [m2/s], 
U  is the mean river velocity [m/s], C is the constitu-
ent concentration [kg/s], x is the distance [m], t is the 
time [s], and s is the external source or sink [kg/s]. A 
complete description of the model is available in the 
QUAL2E model documentation [30]. As a steady state 
model, it has a limited ability to handle temporal vari-
ability in the riverine system. Here, in order to evalu-
ate the potential for predicting FIB, the performance 
model compared this model with other dynamic models 
through their mean absolute errors (MAEs).

3. Results and discussion

The hydrodynamic module for water balance was 
calibrated and validated by comparing the observed 
and predicted water surface elevations at S4 (Fig. 1). 
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The determined values associated with the water quan-
tity parameters were then used for further FIB predic-
tions [11,37]. In each fi gure, S12, S23, and S34 denote the 
section between each monitoring site (e.g., between S1 
and S2, S2 and S3, and S3 and S4, respectively).

3.1. QUAL2E simulation

To simulate FIB concentration under steady-state 
conditions, QUAL2E is applied using a one-dimensional 
advection-dispersion mass transport equation. In this 
case, based on a number of computational elements the 
GJC is modeled as a series of completely mixed reactors. 
Sub reaches have the same geometric properties, includ-
ing riverbed slope, channel cross section, and Manning’s 
roughness; they also have the same hydrodynamic (e.g., 
dispersion) and biological (e.g., decay rate) properties.

For computational segregation, the 12 km long GJC 
was divided into three sub-reaches (of unequal length), 
with each sub-element length being 500 m. The geomet-
ric properties of the sub reaches used were the same as 
the dynamic model properties. The fl ow rate and fecal 
coliform concentrations were calibrated during dry 
weather conditions. As a result of QUAL2E model appli-
cation under all conditions, the EC and ENT concentra-
tions displayed the worst agreement among the fi ve 
methods, due to limitations of the kinetic module; the 
model only considers one parameter (coliform decay) 
depending on the water temperature [38,39].

3.2. Dry weather conditions

Figs. 3 and 4 show the spatiotemporally predicted 
and observed EC and ENT concentrations in GJC under 
dry weather conditions. In the fi gures, the horizontal 
axes represent the monitoring times in August 2007, and 
the vertical axes indicate the logarithmic FIB concentra-
tions. The fi gure shows that the EC and ENT concen-
trations decreased during an increase of solar intensity 
(8:00–13:00); in contrast, the FIB concentrations increased 
during a decrease of solar intensity (13:00–18:00).

From Fig. 3, the EC concentration predicted by FTCS 
is in better agreement with the observed values than 
the other numerical methods, as the approximations in 
FTCS are more accurate [29]; the MAE values are 0.14 
(FTCS), 0.19 (upstream), 0.22 (Dufort-Frankel), 0.24 
(Crank-Nicolson), and 0.37 (QUAL2E), as shown Table 2.
Similarly, the FTCS method shows the highest perfor-
mance in predicting ENT during dry weather condi-
tions; the MAE values are 0.37 (FTCS), 0.45 (upstream), 
0.45 (Dufort-Frankel), 0.38 (Crank-Nicolson), and 0.38 
(QUAL2E). The model accuracy of EC is relatively high 
when using the FTCS method, as compared to ENT. 
In previous studies, it has been shown that implicit 

numerical schemes are more accurate than explicit 
schemes because of their numerical stability [40]. In a 
comparison of prediction accuracy under dry weather 
conditions, however, the explicit methods displayed 
better performance than implicit methods. It is posited 
here that this difference may have resulted from a reduc-
tion of the time increment, thereby causing divergence 
and a local instability that produced a critical force equi-
librium in the implicit method [41,42].

3.3. Wet weather conditions

Figs. 5 and 6 present the spatiotemporally predicted 
and observed EC and ENT concentrations in the GJC 
under wet weather condition. It can be seen that the FIB 
concentrations did not follow the transport pattern from 
the dry weather conditions. However, the FIB concentra-
tions increased when the rainfall intensity increased.

For EC and ENT simulations for wet weather condi-
tions, two numerical models were selected, in the order 
of accuracy based on dry weather results. Unlike dry 
weather conditions, however, both of the predicted FIB 
concentrations obtained by the upstream method were 

Fig. 3. Hourly variations of observed and predicted EC 
concentrations for different numerical schemes (upstream, 
FTCS, Dufort-Frankel, Crank-Nicolson, and QUAL2E) at 
averaged monitoring sections (S12, S23, S34) under dry 
weather conditions. Observed and predicted FIB concentra-
tions were log-transformed. The horizontal axes indicate the 
monitoring period in 2007.
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in better agreement with the observed values than for 
the FTCS method; the MAE values were 0.22 (upstream) 
and 0.78 (FTCS) for EC, and 0.31 (upstream) and 0.73 
(FTCS) for ENT.

4. Conclusions

In this study, a comprehensive spatiotemporal moni-
toring of two FIB was conducted in the GJC, a highly 
urbanized area in Korea. Based on the monitoring data, 
fi ve models were investigated in an attempt to deter-
mine an appropriate prediction model for FIB concen-
trations based on a comparison of model accuracies; 
these models included four different dynamic models 
(FTCS, upstream, Dufort-Frankel, and Crank-Nicolson 
methods), and one steady state model (QUAL2E). From 
the FIB concentrations during dry weather conditions, 
the FTCS model displayed the highest prediction accu-
racy among the fi ve models. The upstream model, how-
ever, revealed the best performance under wet weather 
conditions. This result implies that the upstream scheme 
can be utilized to predict FIB concentrations released 
from nonpoint sources during wet weather condi-
tions. The comparison of model performance between 
dynamic models and steady state also indicates that the 

Fig. 5. Hourly variations of observed and predicted EC con-
centrations for different numerical schemes at averaged mon-
itoring sections under wet weather conditions. Observed and 
predicted EC concentrations were log-transformed.

Fig. 4. Hourly variations of observed and predicted ENT 
concentrations for different numerical schemes at averaged 
monitoring sections under dry weather conditions. Observed 
and predicted ENT concentrations were log-transformed.

Fig. 6. Hourly variations of observed and predicted ENT 
concentrations for different numerical schemes at aver-
aged monitoring sections under wet weather conditions. 
Observed and predicted ENT concentrations were log-
transformed.
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 widely used QUAL2E model cannot be implemented 
as an FIB prediction tool under ‘best management’ 
practices. Consequently, a summary of these modeling 
results suggests that an appropriate model can ensure 
an accurate prediction of FIB concentrations in a river-
ine system; this model also needs to consider complex 
conditions. From this study, we expect that the modeling 
approaches presented here can provide an alternative 
insight into FIB modeling from an objective assessment 
point-of-view, and that these models will be used as 
the basis for implementing a water quality forecasting 
system as a real-time management strategy in the near 
future in Korea.
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