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A B S T R AC T

In recent, South Korea has faced on water quality management problems in reservoir and river 
because of increasing water temperature (Tw) and rainfall frequency caused by climate change. For 
these reasons, South Korea has set up automatic water quality monitoring system for preventing 
early algae blooms in fi ve representative watershed. Also, Government makes a greater effort for 
preparing remedy with numerical models which handle water quality accidents quality in advance by 
predicting variation of water quality factors on account of change of weather conditions and source of 
pollutants in the future. Many countries have conducted various studies on forecasting water quality 
by artifi cial neural network which has a number of advantages, as opposed to the traditional models 
based on methods like data driven self-adaptive methods, generalization through learning the data 
presented, universal functional approximators, and nonlinear for forecasting. Daecheong reservoir 
located in Geum river has suitable environment for algae blooms because it has lots of contaminants 
that are fl owed by rainfall in Daejeon and Chungcheong area. This study selected Daecheong reser-
voir in the Geum river and used the data of the automatic water quality observation system. By using 
back propagation algorithm (BPNN) of feed forward neural networks, a model has been built to fore-
cast the algae blooms over short periods (1, 3 and 7 d). In this model, input parameters considered the 
hydrologic and water quality factors as following: infl ow, outfl ow, average areal precipitation, air tem-
perature (Ta), Tw, dissolved oxygen (DO), total organic carbon (TOC), pH, chlorophyll-a (chl-a), total 
nitrogen (TN), and total phosphorous (TP) in Daecheong reservoir. However, the chl-a data of auto-
matic water quality observation system has some missing data caused by defect and maintenance in 
the system. Through carrying out correlation analysis, interpolation has been implemented by neural 
network with BPNN. Correlation analysis has been implemented to analyze lag time and components 
that sensitively responded to chl-a by referring the interpolated data and water quality and hydro-
logic factors in all. Based on the results of the data, after selecting input parameters for algae bloom 
prediction model, each case has been verifi ed along with making various models. As a result of this 
research, the short term algae bloom prediction models showed minor errors in the prediction of the 
1 d and the 3 d. Components of water quality such as Tw, pH, and TOC showed the closest correlation 
with chl-a and the models have been built with them. Therefore, the models will be very effective to 
control the water quality of Daecheong reservoir in South Korea by predicting a day to seven days.
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 1. Introduction

In recent, the indiscriminate industrialization and 
two urban concentration have undergone diffi culty of 
the water quality management since 1970s. Especially, 
in the case of reservoir, water quality management prob-
lems to conserve ecological system have raised owing to 
characteristics such as little variation of fl ow velocity and 
the obvious stratifi ed phenomenon during summer. In 
these days, there are not only getting more leisure activi-
ties around the river and reservoir due to increasing con-
cerns for recreation activities but also the reservoir is used 
to serve many purposes which are to supply water in 
urban and industry. Therefore, various problems related 
to water quality management have been generated in 
reservoir. These affect greatly the occurrence of water 
pollution on the main reason, which occur on account 
of the key limiting nutrient brought into the reservoir. 
The infl ow of the nutrient to phytoplankton growth such 
as nitrogen or iron makes the ecological system more 
complicated known as eutrophication. Eutrophication is 
the movement of a body of water’s trophic status in the 
direction of increasing plant biomass, by the addition of 
artifi cial or natural substances, such as nitrates and phos-
phates to an aquatic system. The phenomenon caused by 
a variety of problems can occur where eutrophic con-
ditions interfere with drinking water treatment. That 
is, provided that algae which is a type of plant with no 
stems or leaves that grows in water or on the surfaces is 
enhanced by nutrient, dissolved oxygen (DO) concentra-
tion on aquatic ecosystem of standard decreases steadily. 
After that pH and biochemical oxygen demand (BOD) 
concentration increased contrastively. These kinds of 
relation of water quality and hydrologic factors cause 
destruction in ecosystem balance. This refl ects having 
immediate connection between algae growth and water 
quality factors.

In particular, total phosphorus (TP) total nitrogen 
(TN) as key factors for evaluating eutrophication are rep-
resented in reservoir and river, which are closely related 
to chlorophyll-a (chl-a) being essential factor to raise 
eutrophication before water quality accidents are seri-
ously caused. All things considered, accidents related to 
water quality are able to prevent in advance, providing 
that effective forecasting models are established.

As the beginning of Streeter-Phelps model, various 
models have been developed to simulate the phenome-
non of water quality’s change quantitatively. The devel-
oped models like QUAL2E, WASP, and artifi cial neural 
network (ANN) have been acknowledged and used fre-
quently. Especially, ANN model has been used at home 
and abroad widely for purpose of supervision through 
water quality prediction. Such water quality predic-
tion model has been built by using ANN and widely 
used on the research such as prediction of time series’ 

change and evaluation of adaptability. A research on 
the algae blooms forecast using ANN has been widely 
researched from various countries since 1990. Generally, 
the researches usually study on water quality compo-
nents and prediction for 1 d to 5 d, or even a month by 
using back propagation algorithm (BPNN).

Friedrich et al. [1] used water quality data that had 
been measured for 12 y as input data of ANN which was 
orthophosphate, nitrate, secchi depth (SD), water depth, 
DO, water temperature (Tw), and chl-a. The models 
were to predict algal species. Also, ANN model for pre-
dicting species abundance and succession of blue-green 
algae was developed, which was to control of harmful 
algae blooms with water quality factors such as SD, DO, 
solar radiation, Tw, chl-a, nitrate, and orthophosphate 
[2]. Karul et al. [3] had considered various water qual-
ity factors to analyze and predict chl-a in the reservoir 
of river, a neural network prediction model was built by 
a variety of water quality factors (phosphorus, nitrogen, 
alkalinity, suspended solids, pH, Tw, DO, electrical con-
ductivity) as in Levenberg-Marquardt (tangent-sigmoid)
structure. This was to model non-linear behavior in 
eutrophication process. Hugh et al. [4] used genetic 
ANN model for dynamic predictions of algal abundance 
with the key driving variables which were phospho-
rous, nitrogen, underwater light, and Tw. The models 
were to predict over 30-d. On the other hand, Dogan 
et al. [5] had built the BOD prediction model by apply-
ing BPNN of neural network with chemical oxygen 
demand, temperature, DO, water fl ow, chl-a, and nutri-
ents for 2 y among the water factors. The model was 
established because BOD was an important parameter 
for usage conditions of surface water. Kuo et al. [6] used 
neural network to inquire the relation with the key fac-
tors of eutrophication that infl uence a number of water 
quality indicators such as DO, TP, chl-a, and secchi disk 
depth in a reservoir. Jeong et al. [7] developed a tem-
poral autoregressive recurrent neural network model 
that could predict time series changes as a month and 
a day on phytoplankton dynamics in river. The model 
was based on BPNN of neural network as inputs which 
were only chl-a in a month of lag time. Palani et al. [8] 
forecasted the chl-a a week ahead using general regres-
sion neural networks. The forecast model was based on 
DO, temperature, and chl-a with lag time of two weeks 
as input data, which was to show the eutrophication 
dynamics with respect to time and space. Singh et al. [9] 
described ANN models for computing the DO and BOD 
levels with measured water quality data for 10 s. The 
models were established by pH, total solids, chloride, 
phosphate, 5-d BOD, DO, nitrate nitrogen, and chemical 
oxygen demand as input data.

According to the previous researches, it was found 
that there were many prediction researches for each 
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components of water quality such as BOD and DO, but 
there are rarely many prediction researches for check-
ing concentration of chl-a by considering water quality 
and hydrologic factors as well as the models predicted 
chiefl y chl-a by a week or a month. The concentration of 
chl-a is a main factor that causes eutrophication. If short 
term forecast about this element is implemented, water 
quality management will be much more effi cient and it 
is able to prevent the water pollution beforehand.

There is a current pending issue under the conditions 
of water quality in South Korea. As it is, water quality 
management in Daecheong reservoir is needed because 
of the sudden increase of algae blooms in Geum river.

The purpose of this study is to develop chl-a forecast 
models by a day considering the most important factors 
though correlation analysis among the water quality 
and hydrologic factors using back propagation neural 
network for effective water quality management in res-
ervoir of South Korea.

The purposes of this research are to develop the 
chl-a forecasting model based on ANNs and to evalu-
ate its performance for real management. In doing this, 
the factors affecting algae blooms including climatic, 
hydrologic, and water quality data have been fully and 
statistically considered. These models could be used as 
a forecasting and warning tool for preventing eutrophi-
cation problems in real fi eld.

2. Materials and methods

2.1. Study area

Daecheong reservoir is one of the major water sup-
plies in Korea. The length of the dam is 495 m, the vol-
ume is 1,234,000 m3, and the height is 72 m. Its basin 
area is 3204 km2 excluding Yongdam reservoir basin. 
The dam is used as multi-purposes as water supply and 
industrial water. Daecheong reservoir stores 1,649 m2

of water supply and 1,300 m2 of the water uses for liv-
ing and industrial water. Also, it is greatly important 
in a broad sense because the area offers people around 
the reservoir outdoor spaces for leisure activities. This 
basin’s precipitation converges in June to August, and 
the maximum rainfall distributes in July to August. And 
the dry season, which is January to April and November 
to December, has only 15% of the whole precipitation for 
a year. This is the typical form of Korea. For this circum-
stance, possibility for infl ow of contamination is higher 
compared to other countries. Accordingly, automatic 
water quality observation system has been installed to 
supervise the change of the water quality. However, as 
of 2011, this year alone there have been several occur-
rences of algae blooms due to decreased water level in 
the area. Especially, algae blooms caution is consistently 

alerted in every summer since 2001. This is the main rea-
son of summer eutrophication, which is caused from the 
long period of water’s stagnation and its contaminant. In 
light of this, the Korean government has demonstrated 
standards of the algae bloom forecast by selecting the 
water quality factors such as Tw, chl-a, and TP in the 
area. This research selected the basin as the suitable site 
to establish the effective model of algae bloom forecast 
over short periods (Fig. 1).

2.2. Data description

The data used on this study has been collected 
from automatic water quality observation system in 
Daecheong reservoir. This has various water quality 
variables Tw, pH, DO, total organic carbon (TOC), TN, 
TP, chl-a from 2009 to 2010 and hydrological variables 
(infl ow quantity of Daecheong reservoir, outfl ow quan-
tity, average areal precipitation, air temperature (Ta)) 
in Fig. 2. Both water quality and hydrologic data are to 
analyze what are the most effective factors related to 
the growth of algae. The period of the data’s usage is all 
the same, but chl-a of the data collected from automatic 
water quality observation system has missing values 
over some periods unlike other water quality factors.

2.3. Theory of back propagation neural network

ANN with BPNN is considerably useful owing to 
its broad applicability related to many problems such 
as principal prediction and modeling on the various 

Fig. 1. Study area on Geum river basin in South Korea.
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purposes. According to a supervised learning method 
in the process, this neural network requires a set of 
training data in order to learn the relationships among 
several data and testing data to validate.

The architecture of BPNN is made of three nodes 
as input, hidden, and output node. The node to node 
like input-hidden and hidden-output is connected by 
weights and bias.

In building an BPNN, one must select an appropri-
ate activation function, determine the number of hid-
den nodes, and estimate the corresponding parameters 
by using an approximate computational scheme. The 
objective is to fi nd the reasonable BPNN that will give 
an approximation to true output within a specifi ed error. 
The use of approximating functions is needed for super-
position of sigmoid and hyperbolic tangent as following:
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υ
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where, the coeffi cients as γ, α, β, and ω are parameters 
of the ANN model. The coeffi cient γk is associated with 
the output node k, the coeffi cient αjk is associated with the 
hidden node j and output node k, the coeffi cient βj is asso-
ciated with the hidden node j only, and the coeffi cient ω j

t( ) 
is associated with the input (i) and the hidden node j.

Each output node receives data through each 
weighted value of all the hidden nodes. Each node prints 
out the result value by changing added up data that has 
been used with non-linear function for producing val-
ues. This converges as the output, which is approached 
by ANN using BPNN in the research.

2.4. Methods

We develop the BPNN for daily chl-a forecasting 
model, called Algae Blooms-Real Time Forecast-Neural 

Fig. 2. Time series of observed data used in this study at Geum river basin.
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Networks (AB-RF-NN). Fig. 3 generally shows process 
establishing AB-RF-NN model which is fl ow chart on 
this study.

First of all, the analysis of data was implemented for 
basic statistical and correlation analysis between elements 
of hydrology and water quality which directly affect algae 
blooms. In case of correlation analysis, the research per-
formed serial correlation and cross correlation analysis 
to grasp the relationship among the elements. The theory 
related to correlation analysis is following as:

To check the seasonal change and cyclical repeatabil-
ity of the time series data, serial correlation analysis (rk) 
can derive the following Eq. (1):

rkrr
i=1

n-k

i=1

n=
( )ix xi ( )i+kx xi+k

( )ix xi

∑
∑

)x (xi k

2
(1)

x means the average, and n means the number of the 
analyzed data.

Cross correlation analysis used to associate water 
quality and hydrologic elements can derive the follow-
ing Eq. (2):

rxyrr xy

x y
k

c kxy

S Sx
( )k

( )k
=

 
(2)

Cxy means covariance of x and y, Sx and Sy means stan-
dard deviation of x, y.

By using the methods mentioned above, chl-a with 
some missing values among the water quality factors 
could be supplemented by ANN. After that, the result 
performed the validation over peak periods in chl-a on 
accuracy of produced values over the missing data.

In this research, the AB-RF-NN models for algae 
bloom forecast with neural network over the short terms 
have been built by infl ow (If), Tw, pH, DO, TOC, TP, and 
chl-a as shown in Table 1. But one disadvantage of the 
AB-RF-NN models is rarely to set peak value to train. 
For this reason, a set of training data was used for 2010, 
a set of testing data was collected for 2009. For calibra-
tion/validation activity on the models, performance 
functions between the observed values and the calcu-
lated output are used as following; RMSE (Root Mean 
Square Error), and R2 (Correlation Coeffi cient).

3. Results and discussions

First, the result of statistical analysis showed simi-
lar trends as two groups which are hydrologic factors 
group and water quality factors group in Table 2.

Fig. 3. Flow chart for constructing AB-RF-NN models.

Table 1
Structure of AB-RF-NN models with selected water quality 
variables in the study

Output Model Factors of input data for neural network

  If Tw pH DO TOC TP Chl-a

Chl-a 1 – – – – – – –

2 – – X X – – X

3 – – X X X – X

   4 X  – X  X  – – X  

Table 2
Result of basic statistical analysis for variables in concern

 If Of Precip Ta Tw pH DO TOC TN TP Chl-a

Max 2573.3 700 78.40 28.12 31.11 9.96 14.26 5.32 2.58 0.08 89.30

Min 0.0 14.70 0.0 –8.02 3.41 6.90 4.99 1.32 0.54 0.0 0.15

Average 60.58 55.82 3.00 12.98 16.94 7.86 8.54 2.24 1.28 0.03 9.53

Stdev 159.64 73.03 8.76 9.50 8.53 0.76 1.55 0.56 0.38 0.02 11.98

Skew 8.46 4.27 4.63 −0.26 −0.09 1.05 0.41 1.93 1.20 0.38 2.68

Kurt 101.04 21.61 25.01 −1.11 −1.45 0.19 −0.18 5.23 1.54 −0.38 8.33
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 After that, correlation analysis was carried out with 
serial correlation and cross correlation method. As the 
results in Table 3, serial correlation had about 95% reli-
ability regarding to elements of the hydrologic and 
water quality with lag time of 1 d to 4 d. Based on the 
result of cross correlation analysis in Table 4, this was 
the most important analysis for building forecast mod-
els as input data of neural network methods. It had close 
relation to the amount of infl ow (0.20), outfl ow (0.40), 
Tw (0.60), DO (0.07), pH (0.53), and TOC (0.62) corre-
sponding to chl-a. Through this result, it resulted in fol-
lowing conclusions. In the case of Daecheong reservoir 
in the Geum river basin, TOC, Tw, pH, and amount of 
outfl ow in the reservoir had high correlation to chl-a in 
order of mention.

The chl-a was interpolated using ANN by consider-
ing a variety of factors with the results above as shown 

in Fig. 4. The observed and validated values showed the 
good result at 0.97 of correlation coeffi cient.

Even though, the TP and TN of the correlation anal-
ysis results showed low correlation associated with 
chl-a, they are quite important factors as indicators to 
estimate the eutrophication phenomenon. Especially, in 
the reservoir, it needs to defi ne the quantifi ed relation 
between TP and TN, this matter is relatively important. 
Namely, provided that there are nitrogen of 5 mg/l and 
phosphorous of 1 mg/l in the water system, the best 
concentration of chl-a was limited at 500 mg/l by limita-
tion of nitrogen, on the contrary to this, was 1000 mg/l 
by phosphorous. In the same conditions, if phosphorous 
is decreased as 0.05 mg/l, chl-a concentration becomes
50 mg/l because of that [10]. Considering the mecha-
nism between TP and TN in reservoir, this study used 
only TP factor as input data.

Table 3
Result of serial correlation analysis between variables in concern

Lag time If Of Precip Ta Tw pH DO TOC TN TP Chl-a

1 0.69 0.92 0.26 0.98 1.00 0.98 0.95 0.96 0.94 0.84 0.96

2 0.65 0.84 0.28 0.97 1.00 0.95 0.89 0.92 0.89 0.66 0.91

3 0.56 0.80 0.25 0.96 1.00 0.92 0.83 0.89 0.85 0.59 0.87

4 0.44 0.75 0.14 0.94 0.99 0.89 0.79 0.86 0.81 0.52 0.82

5 0.41 0.66 0.30 0.94 0.99 0.87 0.75 0.85 0.79 0.48 0.79

6 0.38 0.59 0.19 0.92 0.99 0.86 0.72 0.83 0.75 0.43 0.75

7 0.25 0.56 0.14 0.92 0.99 0.85 0.69 0.82 0.73 0.37 0.72

8 0.20 0.53 0.09 0.91 0.98 0.79 0.66 0.81 0.72 0.12 0.69

9 0.16 0.49 0.10 0.90 0.98 0.79 0.64 0.79 0.73 0.14 0.66

10 0.13 0.46 0.08 0.89 0.98 0.78 0.63 0.79 0.73 0.14 0.65

11 0.12 0.44 0.0 0.88 0.97 0.77 0.62 0.78 0.73 0.13 0.62

12 0.11 0.43 0.08 0.87 0.97 0.76 0.61 0.77 0.72 0.14 0.61

Table 4
Result of cross correlation analysis between variables in concern

 Of Precip Ta Tw pH DO TOC TN TP Chl-a

If 0.49 0.47 0.27 0.26 0.10 –0.04 0.09 0.05 0.01 0.20

Of 0.17 0.35 0.33 0.32 0.23 0.19 0.11 0.04 0.40

Precip 0.23 0.23 0.15 –0.06 0.04 0.09 –0.07 0.17

Ta 0.85 0.60 –0.14 0.43 0.33 –0.12 0.48

Tw 0.61 –0.31 0.57 0.03 –0.18 0.60

pH 0.36 0.55 0.06 –0.03 0.53

DO 0.06 0.10 0.27 0.07

TOC −0.09 −0.11 0.62

TN 0.02 −0.02

TP          −0.02
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Fig. 5 described results of AB-RF-NN models estab-
lished in these results. As seen in Fig. 5, when all of the 
factors were considered in model 1, the result was suc-
cessful that correlation coeffi cient was over 0.9 except 
7 d. But, in case of model 3, compared to model 4, the 
result was not good that R2 was around 0.6. In this 
result, the forecast of chl-a was highly sensitive reaction 
to TOC factor. The chl-a concentration had signifi cant 
correlation with TOC among the water quality factors. 
Although, the infl ow factor was not sensitive to estimate 
algae growth as known in model 2 and 4, the results 
showed correlation coeffi cient in over 0.8 ranges. It is 
clear that the factor is important to manage water quality 
management in reservoir. Overall, the factors affecting 
the eutrophication were not only infl ow, Tw, TOC, and 
TP, but also pH and DO with lag time of 1–3 d had an 
important effect on that before chl-a occurred at t+1. The 
result in Table 5 was shown architecture of AB-RF-NN 
models for forecasting chl-a by training which exactly 
described what used as input factors with lag time and 
architecture (I-H-O: the number of input layer-hidden 
layer-output layer).

As a result, the model 1 and 4 selected for 1, 3 and 
7 d ahead were better than other models as in Fig. 6. 
The results of AB-RF-NN models presented values of 

Fig. 4. Results of interpolating missing data of chl-a using 
AB-RF-NN model.
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 Table 5
Architecture of AB-RF-NN models for forecasting chl-a by training

Model Output Inputs Structure

1 t + 1 (infl ow, Tw, TOC, TP, chl-a)t, t–1, (pH, DO)t 12-20-1

t + 3 (infl ow, Tw, TOC, TP, chl-a)t, t–1, (pH, DO)t 12-20-1

t + 7 (infl ow, Tw, TOC, chl-a)t, t–1, t–2, (TP)t, t–1, (pH, DO)t 16-24-1

2 t + 1 (infl ow, Tw)t, t–1, (TOC, TP)t 6-10-1

t + 3 (infl ow, Tw)t, (TOC, TP)t 4-10-1

t + 7 (infl ow, Tw)t, (TOC, TP)t 4-10-1

3 t + 1 (infl ow, Tw, TP)t 3-8-1

t + 3 (infl ow, Tw)t, t–1, t–2, (TP)t 7-16-1

t + 7 (infl ow, Tw)t, t–1, t–2, (TP)t 7-20-1

4 t + 1 (Tw, TOC, TP)t, t–1 6-8-1

t + 3 (Tw, TOC)t, t–1, (TP)t, t–1, t–2 7-14-1

 t + 7 (Tw, TOC)t, t–1, (TP)t, t–1, t–2 7-14-1

Fig. 6. Results from selected AB-RF-NN models with high performance based on R2 and RMSE criteria.
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training in 2010 and testing in 2009 and the scatter plot 
graph to the testing results by a day. From the results,
1 d and 3 d ahead had excellent correlation coeffi cient in 
the range of over 0.8 to 0.9, the case of 7 d ahead showed 
decent result to correlation coeffi cient of over 0.8.

In consequence of constructing various ANN con-
sidering hydrologic, water quality, and lag time, the 
constructed neural network models by case, which were 
combined infl ow, Tw, TOC, pH, DO, TP, and chl-a with 
lag time, had high degree of correlation among the a 
variety factors, the degree of observational errors kept 
low until 1 d and 3 d. Furthermore, as to the forecast 
of 7 d, if the models are trained using long term data 
because there was the limitation due to the limited data 
set from observation system, much better results than 
present rate of errors will be expected. The lack of fi t 
between the observed and estimated data indicates that 
new patterns must be incorporated into the model, and 
thus the model should be recalibrated and revalidated 
as more data collected. Even though the available data 
size is small, reasonably good results were obtained for 
the water quality forecast.

4. Conclusions

This study demonstrated the application of back 
propagation neural network to the task of modeling 
and forecast of algae blooms. All of the lakes or rivers 
had different characteristics including a variety of water 
quality and hydrologic factors, but the established mod-
els widely could utilize, provided that the models use 
the non-linear relation in characteristics of neural net-
work. This study showed that non-linear relationships 
in the eutrophication phenomenon could be modeled 
reasonably well. For chl-a was sensitive factor about the 
behavior of eutrophication in reservoir, along with the 
chl-a concentrations, ANN models can also be used to 
estimate functions of environmental parameters. Espe-
cially, AB-RF-NN models can be used as algae bloom 
estimators though correlation analysis and training by 
neural network considering various water quality and 
hydrologic factors.

The study where longer training data might be avail-
able is required to make more precise results regarding 

superiority in ecological system. In this sense, it makes 
water quality management easier in reservoir and river. 
On top of that, mechanism between water quality and 
hydrologic factors could be found for eutrophication. 
Furthermore, it could be tried to extract knowledge of 
characteristics of each river by applying to various riv-
ers in South Korea with validated neural network in spe-
cifi c freshwater systems.

Finally, this study can be applied directly to maintain 
reasonable water quality in the reservoir and to prevent 
the water quality in future accidents.
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