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a b s t r ac t 
To effectively predict water quality parameters of water treatment control systems, this paper pro-
poses a grey prediction model of water quality based on clustering fusion. The model uses the cluster-
ing fusion method to process the data collected by the sensors, and the processed data are used as the 
original input data of the grey forecasting control. At the same time, the output data of the grey fore-
casting control are compared with the sensor data after fusion to determine the forecast value. Finally, 
accurate forecast values of water quality in the system are obtained. Many data were obtained after 
running the system; grey forecasting control model based on clustering and fusion provides system 
parameters. The mean absolute percentage error of water quality characteristics of conductivity, dis-
solved oxygen and turbidity was 0.38%, 9.91% and 9.16%, respectively. The results highlight that the 
proposed method is better than the single grey forecasting method; thus, it can guarantee the different 
water quality parameters remain stable and meet the water quality requirements.

Keywords: Grey forecasting; Clustering fusion; Water treatment

1. Introduction

The current water treatment control system with large 
hysteretic nature and nonlinear, multi-parameter properties 
seriously affects product water quality [1]. The effective pre-
diction of product water quality parameters change trend 
has become an important issue in improving water treatment 
control system and effectively stabilizes the water quality. 
Based on existing data to predict the future data of the sys-
tem, grey predictive control theory is the most widely used 
forecasting method of reducing overshoot and response time 
to improve the stability of water treatment system [2,3]. Shi 
et al. [4] combined the grey metabolism (GM) (1,1) model 

and the BP neural network model in a model whose accuracy 
was better than that of the above-mentioned models taken 
individually. Seasonal artificial neural network (ANN) mod-
els were designed by Ying [5] to improve purification ability 
of wastewater. Xue et al. [6] used Markov chain correction 
residual error method to improve grey neural network, make 
the correction value closer to the actual value and improve 
the prediction accuracy. Li et al. [7] designed an adaptive 
grey predictive controller based on grey predictive control 
theory, improving control precision and adaptability. Xu [8] 
used the grey system and the ANN to predict and investigate 
the error of both predicted and actual values, and verified 
the model prediction accuracy. Xu [9] adopted the dynamic 
matrix predictive control algorithm to get satisfactory control, 
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and Yan et al. [10] put forward a nonlinear grey Bernoulli 
model, which can significantly improve prediction accuracy. 
The prediction accuracy of Wang’s unequal time distance 
weighted grey prediction model (UWGM (1,1 ω)) and the 
extended grey forecasting model (EGM (1,1)) were analyzed, 
concluding that EGM (1,1) is much more accurate in predict-
ing the change trend of fouling thermal resistance [11].

According to specific differences, advantages, and dis-
advantages of the above-mentioned prediction analysis, 
based on the actual situation of water treatment, this paper 
proposes a grey prediction model based on cluster fusion. 
According to the model, the water quality information 
collected by multiple sensors is fused and processed, and 
processed data serve as the original data of grey prediction 
control. In the predictive control process, the relative error 
between the output data and the fusion data is monitored, 
and appropriate data through conditional judgment are 
selected. Providing a large number of practical data analy-
ses, the model is more suitable for multi-sensor parameters 
of water treatment control system than a single grey predic-
tion model.

2. Materials and methods

2.1. Grey prediction model of water quality based on cluster fusion

Grey forecasting model is a prior control, which pre-
dicts the future trend of development law of the system by 
its own behavior characteristics and determines the corre-
sponding control decision. Grey prediction is required for 
the original data; however, the deviation of the predicted 
original data can lead to large differences between the pre-
dicted result and the true value. The existing measured data 
sets related to clustering and fusion are the original input 
data set of grey prediction by the method of cluster fusion. 
At the same time, the grey prediction value is compared 
with real-time fusion value, monitoring the error trend. 
When the error exceeds the set range, grey prediction data 
is modified according to fusion data. Fig. 1 shows the con-
trol strategy of the grey prediction model based on cluster 
fusion.

2.1.1. Grey prediction of water quality parameters

The steps of grey prediction modeling for the water 
treatment of the original data sequence with n variables  
x(0) = {x(0)(1), x(0)(2), …, x(0)(n)} are as follows:

(1) Testing data: calculate first the class ratio of series:
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to establish the grey model and thus for grey prediction. 
Otherwise, the data must be properly handled.

(2) Generated sequence processing: by taking the first-order 
accumulated generating operation (1-AGO) on x(0), the 
new sequence is: 
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(3) Model building: the differential equation of the x(1) 
sequence is: 
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 The least square method is used to identify the model 
parameters a and b:
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Fig. 1. Grey prediction model of water quality based on cluster-
ing and fusion.



Y. Du et al. / Desalination and Water Treatment 64 (2017) 48–5350

 x x x x nn
T= …[ ( ), ( ), , ( )]( ) ( ) ( )0 0 02 3

 After determining a and B, the solution of Eq. (2) is:
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 where a is the development coefficient; b is the grey 
action quantity. Use the inverse accumulated generating 
operation (1-IAGO) to get predictive sequence, that is:

 x(0)(k + 1) = x(1)(k + 1)–x(1)(k)

 The p step forward to the predictive value of the original 
data column is [12]:

 x k p e eb
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(4) Testing residual: calculated relative residuals:

 
ε( ) ( ) - ( )

( )
, , , ,

( ) ( )

( )k x k x k
x k

k n= =
0 0

0 1 2

 If the absolute range of absolute value of the residual 
error is satisfied, i.e., |ε(k)| < 0.1, it is assumed that the 
prediction accuracy is high. If the absolute range of 
absolute value of the residuals is satisfied when |ε(k)| 
< 0.2, the prediction accuracy can comply with general 
requirements.

2.1.2. Clustering fusion of water quality parameters

There are k group sensor measured data of n water treat-
ment characteristic parameters. The n vectors, Xi = (Xi1, Xi2 
···, Xin)T, represent the i-th group data. The distance between 
two measured data Xb and Xa is defined according to the 
Euclidean distance formula [13]:

Lab = [(Xa – Xb)T(Xa – Xb)]1/2 (5)

The smaller the value of Lab the closer Xb and Xa other-
wise, the greater the deviation. The distance matrix L for all 
sensors is:
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After getting the distance matrix, the fusion is carried out 
by the following steps:

(1) Consider the measured data of the i-th sensor Xi as a 
class, expressed with Φi (being i = 1, ···, k). Assume the 
selected element is lij, then Φi and Φj are merged into a 
new class, denoted by Φf = {Φi Φj}.

(2) After eliminating the i-th line and the j-th column of 
the distance matrix L, add new rows and columns 
that are consistent with a new class of Φf with other 

unincorporated categories of the distance, and get new 
distance matrix L(1).

(3) Based on L(1), repeat steps (1) and (2) to obtain L(2). Iterate 
the procedure until the k group measured data together 
as a class.

(4) The new class Φf = {Φi Φj} uses Odeberg’s algorithm for 
fusion [14]:
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 where ƒ (xia, xja) is a numerical value corresponding to 
the a-th component fusion of sensor i, j measured data 
Xi, Xj.
According to the actual situation, the data of three 

parameters and six sets of measured data are used. Table 1 
summarizes the six groups of measured values for conduc-
tivity, dissolved oxygen and turbidity.

From Table 1, n = 3 and k = 6; for each individual con-
sidered as a class, the distance matrix L is obtained by 
 formula (5):
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The smallest element of L l46 = 8.0005. Therefore, merge  
Φ4 and Φ6 into a new class Φ7, to get the distance between  
Φ7 and the rest of the class: 

l71 = min{l41,l61} = 162.0010

l72 = min{l42,l62} = 12.5040

l73 = min{l43,l63} = 24.5000

l75 = min{l45,l65} = 112.5015

�

Table 1 
The six groups of measured values for three water quality 
 parameters

Xi1

Conductivity  
(μs/cm)

Xi2

Dissolved  
oxygen (mg/l)

Xi3

Turbidity 
(NTU)

1 402 0.09 0.13
2 429 0.15 0.12
3 413 0.07 0.09
4 424 0.06 0.12
5 439 0.08 0.07
6 420 0.07 0.09
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Elimination of Φ4, Φ6 corresponding rows and columns in 
L plus the distance of the corresponding rows and columns 
of Φ7 to Φ1, Φ2, Φ3, Φ5 is L(1). Repeat all the steps above steps 
until the rest of the class are merged into a large class. Use 
formula (6), and take c = 1.1, at first fuse the measured data 
X4, X6 gives:
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Therefore, X7 = (422 0.0648 0.1047)T. Similarly, X7, X5 
fusion gets X8 = (430 0.0721 0.0871)T; X8, X3 fusion gets X9 = 
(421 0.0708 0.0882)T; and X9, X1 fusion gets X10 = (411 0.0801 
0.1088)T. Finally fuse X10, X2. The final fusion value is X11 = 
f(X1 … X6) = (420 0.1147 0.1140)T.

2.2. Water treatment process

Nanofiltration technology is the core of water treat-
ment technology project. After adding the fungicide and 
coagulant in the coagulation pool and mixing, water flows 
through the inclined tube sedimentation tank for slurry sep-
aration and then into the sand filter tank. Then water passes 
through deoxygenation tank for removing most dissolved 
oxygen in the water; precision filter removes the impurities. 
Then, water enters the nanofiltration membrane system. The 
addition of a small amount of alkali and oxygen scavenger 
in the membrane treated water allows meeting the require-
ments of water treatment. Electrical conductivity, turbid-
ity, dissolved oxygen content and pH values are the main 
parameters that determine water quality. Turbidity is a key 
test of water clarity. Conductivity can indirectly reflect the 
total concentration of inorganic salts and charged colloids 
in water, and it is an important indicator to detect the effect 
of desalination. Dissolved oxygen is the main parameter to 
measure water pollution. Therefore, this paper chooses the 
aforementioned three water quality parameters to investi-
gate the grey prediction model of water quality based on 
cluster fusion.

The system adopts feedforward and feedback control 
method. Fig. 2 illustrates the detection control system flow 
chart. 

3. Results and discussion

150 groups of water quality data in the same given time 
period were obtained by field measurements. The first 100 
groups were regarded as learning data, while the latter 
50 were used as sample data of the test. In cluster fusion 
process, a total of 6 values, corresponding to different 
water quality parameters, are a set of data. Then, data are 
clustered into a fusion value. At the same time, the fusion 
value and the first five fusion values are taken as a set of 
data; then the set of data is used as the original input data 
of grey prediction. Grey prediction step size take P = 4. The 

error monitoring range of grey prediction value and fusion 
value is 5%.

The comparisons of the prediction accuracy of the single 
cluster fusion method, the single grey prediction method, 
and the grey prediction model based on cluster fusion to con-
ductivity, dissolved oxygen and turbidity are introduced in 
the following sections.

3.1. Comparative analysis of prediction models for electrical 
conductivity

Fig. 3(a) shows that the change tendency of the predicted 
output of the single grey forecast, multiple model forecast 
and the change tendency of the measured value are basically 
the same. The mean absolute difference of single grey fore-
cast, single clustering fusion forecast and multiple model 
forecast are 1.8845, 2.8154 and 1.5583 μs/cm, respectively. 
Moreover, the mean absolute percentage error of single grey 
forecast, single clustering fusion forecast and multiple model 
forecast are 0.45%, 0.68% and 0.38%, respectively. The electric 
conductivity predicted accuracy of the grey prediction model 
based on cluster fusion is better than that of the other predic-
tion models.

3.2. Comparative analysis of prediction models for dissolved 
oxygen

In Fig. 4(a). the fluctuation range of single grey prediction 
curve is beyond the range of measured value. The change 
tendency of the predicted output of multiple model forecast 
and single cluster fusion are basically the same. The mean 
absolute difference of single grey forecast, single clustering 
fusion forecast and multiple model forecast are 0.0901, 0.0730 
and 0.0715 mg/l, respectively. The mean absolute percentage 
error of single grey forecast, single clustering fusion forecast 
and multiple model forecast are 12.97%, 10.15% and 9.91%, 
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Dose adjustment 
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Fig. 2. Detection and control flow chart.
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respectively. The dissolved oxygen predicted accuracy of the 
grey prediction model based on cluster fusion is better than 
that of the other prediction models.

3.3. Comparative analysis of prediction models for turbidity

From Fig. 5(a), the change tendency of the predicted 
output of the three models and the measured value are basi-
cally the same. The curve trend of composite model matches 
the curve trend of single cluster fusion. The cluster fusion 
method has thus a significant effect on the single grey pre-
diction, weakening the adverse effects of small amplitude 
fluctuations. The mean absolute difference of single grey 
forecast, single clustering fusion forecast and multiple model 
forecast are 0.0114, 0.0089 and 0.0087 NTU, respectively. The 
mean absolute percentage error of single grey forecast, sin-
gle clustering fusion forecast and multiple model forecast are 
12%, 9.26% and 9.16%, respectively. The turbidity predicted 

accuracy of the grey prediction model based on cluster fusion 
is better than that of the single grey prediction and single 
cluster fusion.

Plots in Figs. 3–5 highlight that measured values and pre-
dicted output values of the three parameters have same trend 
and same amplitude. Therefore, one can conclude that the 
mean absolute percentage error of the grey prediction model 
based on cluster fusion is the smallest in the three models, 
so it has the highest prediction accuracy. In predicting water 
quality, the grey prediction model based on cluster fusion is 
advantageous. However, in the process of clustering fusion, 
the grey prediction model based on cluster fusion uses the 
six sets of continuous sampling values including the previ-
ous time, so its predictive output value is slightly behind the 
measured value, as shown in Figs. 3–5. To reduce the hyster-
etic nature, this paper will continue to improve the model by 
reducing the number of fusion groups and the sampling time 
appropriately.

Grey

Grey

Fig. 3. Forecast error values of electric conductivity: (a) predicted 
output and actual measured curves and (b) predicted output 
error curves.

Grey

Grey

Fig. 4. Forecast error value curves of dissolved oxygen: (a) pre-
dicted output and actual measured curves and (b) predicted out-
put error curves.

(a)

(b)

(a)

b)
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4. Conclusion

Through the grey prediction model of water quality 
based on cluster fusion, 150 sets of data have been predicted, 
and the correctness of the algorithm was verified using 50 
sets of data. The results showed that the predicted values of 
conductivity, dissolved oxygen and turbidity were in good 
agreement with the measured values, and the mean absolute 
percentage error were 0.38%, 9.91% and 9.16%, respectively. 
The predicted output curve of electrical conductivity is in 
line with the grey prediction curve, and the curves of the pre-
dicted output value of the turbidity and dissolved oxygen are 
more close to the curve of the cluster fusion value.

Practical applications show the feasibility of the appli-
cation of the clustering fusion method and grey prediction 
to the control process of water treatment. The method is sta-
ble and accurate, and can be applied to electrical conductiv-
ity, dissolved oxygen, and turbidity sensor measurements. 
The prediction performance is better than that of the single 
grey prediction method. The predictive control method can 
ensure that when the water quality of raw water is unknown 
the water quality can be kept relatively stable, and it has a 
certain practical and reference value.
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