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a b s t r a c t

Motivation of this paper is the hypothesis of permeate flux enhancement due to the dynamic oper-
ation of Reverse Osmosis (RO) systems powered by fluctuating renewable energies or by active 
control. Therefore, in this paper the influence of laminar pulsating flows in spacer filled channels 
with two porous walls is considered and numerically analysed using the opensource Computational 
Fluid Dynamics (CFD) tool OpenFOAM. Three different 2-D spacer configurations typically found 
in literature are investigated: Cavity, Submerged and Zig-Zag. The simulations are performed using 
typical conditions for seawater desalination. A literature review about dynamically operated mem-
brane systems showed that the results achieved in previous studies are contradictory. Most of them 
were experimentally or numerically performed in open channels at different conditions. A compar-
ison of the results is therefore difficult. As a first approach this study discusses the dynamics of the 
mass transfer through the membrane using an analysis based on Biot number. For the CFD simula-
tions, boundary conditions based on the Solution-Diffusion model are implemented and validated 
with literature data. It shows good agreement at steady state conditions for typical seawater and 
brackish water desalination conditions. A qualitative analysis of the flow patterns shows that the 
flow is mainly disturbed in the decelerating phase of the pulsation cycle, which increases the mixing 
inside the channel. Different local concentration profiles at the membrane and Sherwood number 
profiles showed that especially in the middle part of two cylinders the mass transfer is significantly 
influenced whereas at the attachment points of cylinder and membrane, the influence is only mar-
ginal. At Womersley numbers of Wo = 17.7 the concentration profiles along the membrane are highly 
disturbed and the patterns change significantly, also qualitatively. The influence of the Amplitude 
Ratio  is lower than that of the influence of the Womersley number. 
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1. Introduction

Transport of mass and energy via fluid flow are 
unsteady in nature and technical applications. A com-
prehensive understanding of the dynamics in transient 
flows and their influence on heat and mass transfer would 

allow the exploitation of a larger spectrum of processes 
[7]. In spite of its high technical relevance, some of the 
observed effects of time-periodic flows and the impact on 
scalar transport are not sufficiently supported by theory. 
On this basis, researchers have studied the mass transfer 
enhancement due to dynamic operation of membrane 
systems. Nevertheless, it is controversially discussed if a 
dynamic operation mode has the ability to enhance the 
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permeate flux in a membrane system and this reduce its 
energy consumption.

Zamani et al. [1] studied the influences of different 
strategies to increase wall shear stress at the membrane 
and to enhance membrane processes. They reviewed parti-
cle fluidization, vibrations, gas sparging and pulsations for 
different membrane systems. Considering reverse osmo-
sis (RO), the vibration technology has the highest impact 
on the enhancement but it needs the highest energy input 
[1]. For pulsating flows they did not find any data about 
energy consumption. Emad et al. [2], Reverberi [3] and 
Kennedy et al. [4] numerically studied pulsating velocities 
in pipe and open channel geometries and stated a perfor-
mance increase in RO processes. Kennedy [4] validated a 
model, developed by Ilias and Govind [1,5] and indicated 
that at pulsations of 1 Hz, an increase over 70 % of perme-
ate production could be reached in RO processes. Baikov et 
al. [6] also investigated the phenomenon of mass-transfer 
enhancement in pulsating RO processes analytically. They 
calculated an optimum frequency of around 3 Hz, which 
match their experiments.

Another studies found in literature also reveal that a pul-
sating in flow decreases the fouling potential. The appear-
ance of periodic peaks of wall shear stress in a time-periodic 
internal flow may enhance the removal and prevention of 
deposits within piping systems used in the processing of 
biomaterials [7]. Generally, it is well known that oscillatory 
flows influence the dispersion of particles or contaminants 
[7,8,9].

Gupta et al. [10] performed an experimental study 
about ultrafiltration and microfiltration operated by 
a pulsating piston cylinder apparatus and observed a 
permeate output increase of around 45%, whereas the 
hydraulic power could be reduced up to 30%. Jaffrin et 
al. [11] observed a 30–60% increase in membrane Plas-
mapheresis and Bertram [12] demonstrated a 60% flux 
increase in microfiltration. Abbas et al. [13] noted in their 
studies about flux enhancement in RO processes that a 
salt passage could be decreased due to the high salt rejec-
tion of the membrane but at 1 Hz the permeate flux could 
be increased up to 10% for the maximum time variant 
permeate rate. Ali et al. [14] found a 42% increase and 
20% salt passage reduction in a tubular RO membrane 
under pulsating flow conditions at 1 Hz. Al-Bastaki and 
Abbas [15] reached a permeate increase from 0.3–13% for 
different frequencies in tubular RO membrane modules. 
The dynamics of these fluctuations are comparable to 
the fluctuations of wind velocity or solar radiation (due 
to clouds) [16]. Some researchers also argued that these 
fluctuations enhance the permeation production of RO 
systems, if they are directly connected to the fluctuating 
power supply. Nevertheless Richards et al. [16–20], who 
investigated transient powered wind- and solar-RO sys-
tems, did not see any improvement of the performance 
due to such slow perturbations. They stated that there is a 
performance decrease compared to steady state operation. 
Thomas et al. [21] numerically studied the mass transfer 
in pulsatile flows in tubular RO membranes, but they 
did not observe a performance enhancement but even a 
decrease. Rodrigues et al. [22] experimentally studied fre-
quencies of 10 Hz and 50 Hz at different Reynolds num-
bers in spacer filled channels and observed a permeate 

flux increase up to 50% at a pressure loss increase of only 
10%. They denoted that the effect will decrease over the 
length of the membrane since the perturbations are much 
higher near the pulsation generator. The details of the 
beneficial effects are not explained in their paper.

In most of the studies, except of Rodrigues et al. [22], 
simple open-channels or pipes without turbulence promot-
ers are considered. It can also be seen that the results of the 
different authors differ significantly from each other. One 
important point, which is to be mentioned here, is the gen-
eration of pulsating flows, amplitudes and frequencies. To 
guarantee specific oscillations inside the membrane chan-
nel is a very challenging task and it is difficult to reproduce 
it, which might explain the divergent experimental results 
in literature. Due to this fact it is difficult to determine dif-
ferent effects of mass transport enhancement.

To give an idea about possible hydrodynamic and ther-
modynamic phenomena occurring in spacer-filled chan-
nels under a laminar pulsating flow regime without any 
side effects given in experiments, a systematic study of 
mass transfer enhancement should be done in a represen-
tative geometry. It is the aim of this paper to give an idea 
about which parameters induce a significant mass transfer 
enhancement in a simplified but representative geometry 
of Spiral Wound Modules (Cavity, Submerged and Zig-Zag 
spacer configuration).

2. Mathematical problem and theoretical background

2.1. Governing equations

Mass conservation, Newton’s second law and a convec-
tion-diffusion equation are solved using the Finite Volume 
Method. Here, only the strong formulation of the problem 
will be given. Having a fluid with density, ρ = ρ (x,t) the 
continuity equation reads

∂
∂

+ ∇ ⋅( ) = ⋅
r

r
t

u 0  (1)

The momentum equation is given in the conservative 
form:

∂( )
∂

+ ∇ ⋅ ( ) ⋅( ) = ∇ ⋅ +
r

r r
u

u u b
t

T s ,  (2)

where σ denotes the Cauchy stress tensor and b the applied 
body force. σ is defined as follows:

s = − − ( )( )( ) + ( )pI u u
2
3

2m e metr ,  (3)

where ε is given as the strain rate tensor:

e = ∇ + ∇( )( ) ⋅
1
2

u u
T  (4)

The convection-diffusion equation of the mass fraction 
ϕ can be formulated as follows:

∂( )
∂

+ ∇ ⋅ ( )( ) = ∇ ⋅ ∇( )( ) +
rf

rf rf ft
Su D  ,  (5)
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where D = D (x,t) is the diffusion coefficient for NaCl in 
water and Sφ  is a source term. 

Here, no source of mass is needed, ⋅ =Sf 0 . Excess 
enthalpies are neglected, therefore the process is iso-ther-
mal. The temperature is kept constant at T = 298.15 K.

Every well-conditioned problem needs consistent initial 
as well as boundary conditions for all times. Therefore, the 
boundary ∂Ω ΓD ∩ ΓN of the fluid domain  is divided in a 
Dirichlet ΓD = ∂Ω\ΓN and Neumann ΓN=∂Ω\ΓD part with 
prescribed Dirichlet boundary conditions (DBC) and Neu-
mann boundary conditions (NBC). Time-dependent condi-
tions at the boundaries are given as:

u x u x x, , , ,t t tD D( ) = ( ) ∀ ∈ ∀Γ  (6)

s u x x n h x x, , ,  = ,N Nt p t t t( ) ( )( ) ⋅ ( ) ∀ ∈ ∀ ⋅,Γ  (7)

The initial condition at time t = t0 for the primary variable 
u is

u x u x,  = 0 0t( ) ∀ ∈ ⋅, Ω  (8)

2.2. Description of pulsating flows

Pulsating flows can be characterized by a composition 
of a mean and a time oscillating component. The terms for 
pulsating flows used in the literature are sometimes mis-
leading. This work will use the definition adopted from [23]. 
A pulsating flow denotes a steady state component super-
imposed with a time oscillating component. An oscillating 
flow is therefore a sub-branch of pulsating flow with van-
ishing mean part. The periodic behaviour can be described 
by a superposition of three components

u x u u x u x, , , ,t x t t( ) = ( ) + ( ) + ( )′0   (9)

where u0(x) denotes the mean component, u~(x,t) describes 
the periodic oscillations with an angular frequency  and a 
non-periodic or stochastic component u’ (x,t). This can be 
exemplarily seen in Fig. 1.

In spiral wound modules, the flow is stated as laminar 
for typical operation conditions [24]. In pulsating flows, the 

critical Reynolds number can be significantly decreased or 
increased, depending on frequency and amplitude [25]. 
According to [26] four flow regimes can be identified in 
pulsating flows [27]:

(1) laminar flow,
(2) disturbed laminar flow: small perturbations in the 

acceleration phase of the cycle,
(3) intermittently turbulent flow: turbulent transition at 

the beginning of the deceleration of the cycle, while 
laminar flow is dominant during acceleration,

(4) fully turbulent flow over one cycle.

In the present study the Reynolds number are below 
200, thus it can be assumed that turbulence can be neglected. 
Nevertheless, the results, discussed later on, show that there 
is a difference between the acceleration and deceleration 
phase. It is assumed, that the flow could be classified into 
the above described schemes between phases two and three. 
A more detailed study is on beyond the scope of this paper.

2.3. Physical parameters

For the presentation of the results, different dimension-
less numbers are introduced to get a more general picture 
of the problem. In pulsating flows, the amplitude ratio AR 
and the Womersley number Wo are characteristic values. 
Wo is the ratio between the dynamic viscous and convective 
forces and AR compares the unsteady velocity to the mean 
velocity:

AR
max

t
=

( )( )
( )

,

,
,

u x t

u x0

 (10)
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L
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2

2
w

u
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where Re is the Reynolds number

Re
L

=
u

n
 (12)

and Str is the Strouhal number

Str
L f L

u
= = ⋅

w
p2 u

 (13)

where f is the frequency, ω is the angular frequency, u  
velocity magnitude and L is the characteristic length of the 
considered problem. Here, the channel height was chosen 
to make it comparable to other studies and the channel 
geometry. The mass transfer will be described by the Sher-
wood number

Sh
L

D
= =

∇( )
( ) −( )

b f

f f

n

x
wall

bulk wall

L
,  (14)

with

b f f fx n( ) −( ) = ∇( )bulk wall wall
D .  (15)

Fig. 1. Tri-Composition in a steady, periodic and stochastic fluc-
tuating part of pulsating velocity, adapted from [23].
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b  is the time averaged mass transfer coefficient. The bulk 
mass fraction is calculated using the velocity and the mass 
fraction distribution:

f
f

x
u x x

u x
( ) =

( ) ( )
( )

⋅∫
∫

bulk

H

H
0

0

dy

dy
 (16)

The Membrane Peclet number is defined as:

Pe
L u
Amem

mem

mem

= ⋅0  (17)

Lo is the thickness of the heat or mass transferring wall, 
umem is the velocity of the liquid through the membrane and 
Dmemis the diffusion coefficient inside the active layer of the 
membrane. 

In transient mass transport phenomena the Biot number 
Bi is a measure for the dynamics between convective mass 
transfer and diffusion:

Bi
L D

= ⋅0

1
mem

/ b
 (18)

and Dmem is the diffusion coefficient of water or salt through 
the mass transfer wall. In spacer filled channels the concen-
tration polarization factor Γcp is used to evaluate the mixing 
efficiency of the spacer:

Γcp
mem

bulk

= ⋅
f
f

 (19)

2.4. Identification of dynamics in the reverse osmosis process

The fully transient mass and momentum transport 
problem can be divided into different occurring dynamic 
phenomena. Due to the change in the mean flow velocity 
the local mass transfer coefficient β(x,t) will change over 
time. There are also some dynamics in the membrane itself: 
solution and diffusion, whereas diffusion is the rate limiting 
step [28]. A graphical description of the dynamic ”cascade” 
of the problem can be seen in Fig. 2.

Lighthill [29] studied the response of a hydrodynamic 
boundary layer to fluctuations of small amplitude in the 
external flow. He found out that a specific phase lag occurs 

between the bulk velocity and the mean velocity of the 
boundary layer. He further assumed that the boundary 
layer will perform small harmonic oscillations at a har-
monic bulk-flow perturbation. At distances far away from 
the wall, the phase lag vanishes and the velocity amplitudes 
tends to the far field. Due to viscous forces in the bound-
ary the velocity magnitude near the wall is smaller than in 
the bulk and therefore the inertia. This means that it can 
respond faster to external perturbations [23].

At different frequencies and amplitude ratios different 
phenomena concerning the flow field can be identified in 
plate, open-channel and pipe flows without turbulence pro-
moters. The first one is the so called Richardson effect [30]. 
The dynamics of the bulk affect the surface shear and gen-
erate a sinusoidal maximum in the velocity profile nearer 
to the wall. The next important phenomenon in pulsating 
flows is flow reversal, i.e. the coexistence of positive and 
negative flow velocities in a profile at an instant in time. It 
has been shown (see for example [7]) that this flow reversal 
begins near the wall for high pulsation frequencies, depen-
dent on amplitude, mean velocity and geometry. Detailed 
investigations about this phenomenon can be found in [7]. 
It is stated in [23] that these phenomena and instabilities 
in the boundary layer seems to contribute to a better mix-
ing and diffusional back transport and therefore to a higher 
heat or mass transport.

The dynamics in the boundary layer have an effect on 
the transport of solute through the membrane, which has 
an own dynamic time scale. Usually, in a typical operation, 
these dynamics can be totally neglected [31]. The dynamics 
of the pulsating flow are much higher compared to the usual 
operation modes, which can be in the range of the dynamics 
inside the active layer (AL) and porous structure (PS) layer. 
Using the Sherwood equations of Schock and Miquel [32] 
and approximated membrane diffusion coefficients from 
molecular dynamics simulations of Luo et al. [33], a mass 
transfer Biot number can be calculated:

Bi
L D

Sh
L D

d D

Re Sc
L

AL PS AL PS AL PS AB

h AL PS

= =

=

, , ,

,

. ..

1

0 065 0 875 0 25

b

AAL PS AB

h AL PS

D

d D
,

,

.
 (20)

The diffusion coefficients in the porous structure are cal-
culated using the structure parameter taken from [39] and 
the estimated thickness of a typical RO membrane (150 μm) 
and the diffusion coefficient taken from Luo et al. [33].

D D
L
SPS AB
PS=  (21)

As it is mentioned before, the Biot number is a measure 
for the dynamics of a heat or mass transferring process. It 
can be seen in Fig. 3, that the Biot numbers for the active 
layer are far below 1, which indicates that the diffusion 
resistance through the membrane is much smaller than the 
mass transfer resistance from the fluid to the membrane. 
The resistance inside the porous structure is higher, which 
means that there can be a considerable dynamic compared 
to the mass transfer β. The higher the Reynolds number, the 
higher is the mass transfer coefficient. Thus Biot number 
increases, which can be seen in Fig. 3. In the present study 

Fig. 2. Graphical description of pulsating flows in Reverse Os-
mosis processes including membrane dynamics (active layer; 
porous structure including support layer), adapted from [23].



A. Präbst et al. / Desalination and Water Treatment 73 (2017) 30–4534

the focus lies on the phenomena inside the flow and tran-
sients inside the active and porous layers are neglected.

3. Methodology 

3.1. Definition of a representative domain

According to Liang et al. [35], in Zig-Zag configura-
tion, a developed hydrodynamic profile is reached after 
5–6 cylinders depending on the Reynolds number. There-
fore, for the geometry 10 cylinders are used. For the Cav-
ity and Submerged type spacers, it was found that a steady 
velocity profile was developed after three filaments at the 
highest investigated Reynolds number of 200. The mass 
transfer is at the end of but still in the developing region for 
steady state conditions at Re = 200, which corresponds to 
the studies found in literature. The longest entrance length 
is given in the Submerged configuration. The ratio of dis-
tance between the filaments L and filament diameter D was 

chosen to be 4. The height of the channel is chosen to be 
1 mm and the diameter 0.5 mm. Depending on the spacer 
and flow attack angle, the ratio can vary between 4 and 8 
[35]. Another interesting point is that at an approximately 
distance of L/D = 4 between two cross-flow cylinders with a 
blockage ratio towards zero the flow patterns are classified 
as “jump region”, a further increase would not change the 
flow patterns in theory [36]. A simplified scheme of the dif-
ferent domains can be seen in Fig. 4.

The inlet length was chosen 10·D before the spacer 
domain, to have a developed velocity profile before the first 
filament. To avoid backflow near the outlet after the last cyl-
inder [37], the outlet was set 25·D behind the last cylinder. A 
mesh study shows that this outlet length was long enough 
to avoid vortices at the outlet boundary, which would lead 
to a diverging solution.

The mesh was generated using the Open FOAM tool 
snappy Hex Mesh. After a detailed mesh convergence study 
it was found that a detailed representation of the concentra-
tion and velocity-boundary layer can be realized with 20 
prism layers placed on the membrane and 15 prism layers 
on the filaments. Due to the produced instabilities the gra-
dients inside the layers are much higher than in steady state 
operation. The distance between the cell center of the first 
above the wall and the wall was set to 0.5 μm. The expan-
sion ratio was set to 1.10, which results in a prism layer of 
around 50 μm. 

The transient simulations were started from the steady-
state at Re = 100 or Re = 200. Three Womersley numbers 
were chosen: 5.6, 7.9 and 17.7, which represent frequencies 
of 5 Hz, 10 Hz and 50 Hz. The Courant number was kept 
constant at 1. Due to the low mesh size and the Courant 
number the time step size was very small (< 1 μs) which 
results in a high computational effort. Higher Courant 
numbers would lead to numerical instabilities. The simula-
tions were terminated when a quasi-steady-state is reached, 
which means in this study when the time averaged mass 
transfer over the membrane reached a residual of 1·10–4. 

Fig. 3. Biot number of membrane active layer of 0.2 μm and sup-
port layer and porous structure of 150 μm thickness typically 
found in Spiral Wound Modules; the structure parameter is 
taken from [33] and represents a typical Thin Film Composite 
Reverse Osmosis membrane with S = 350 mm [33].

Fig. 4. Computational domains for the three different scenarios considered in this study; the diameter was chosen to , the channel 
height to 1 mm. (a) 2D Geometry for the Cavity type spacer configuration; (b) 2D Geometry for the Submerged type spacer config-
uration; (c) 2D Geometry for the zig-zag type spacer configuration.
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One simulation of each configuration needs more than 20 
days using 16 CPUs, a higher parallelization did not lead 
to lower computational time. The lower the frequency the 
higher is the time to reach a quasi-steady-state.

Due to the lack of experimental data for the present 
cases, a detailed mesh study was done to verify the results. 
The grid convergence index (GCI) [24] was calculated for 
every mesh at the highest occurring Reynolds number of 
200. The GCI is based on a generalization of Richardson’s 
extrapolation which goes back to Roach [38]. The GCI for 
fine and coarse grids can be calculated by

GCI F
e

rfine s p=
−1

 (22)

and

GCI F
r e

rcoarse s

p

p=
−

⋅
1

 (23)

|e| is the relative error for the calculations of the con-
sidered integral function, r is the refinement factor and p is 
the formal order of accuracy of the algorithm. Fs is a safety 
factor, which is here chosen as 1.25, which is adequately 
conservative [38]. Verification can be carried out if the GCi_
fine for the finest mesh falls below an acceptable error level 
below 1–5% [24]. For the calculation a GCI below 3% was 
taken, which was seen as converged. It can be seen from 
Fig. 5, that at a cell-number of around 280,000 to 300,000 
the GCI for all values is below 3%. It is important to note 
that the GCI for different values (pressures, mass flux, mass 
fraction at the membrane) were investigated. The mass frac-
tion needs the highest cell number to reach acceptable GCI 
values. Although the problem is not completely mesh inde-
pendent, it is assumed that the error made is small. A good 
compromise is found between accuracy and simulation 
time, since the simulation of the transient problem needs a 
high computational effort.

3.2 Numerical schemes and implementation into Open FOAM

As software platform Open FOAM 2.3.0 is used. To 
accurately represent the mass transport inside the compu-
tational domain [39], varying temperature and concentra-
tion dependent thermo-physical properties for the sodium 
chloride solution were implemented. As basis the equations 
of Sharqawi et al. [40] were used. The problem itself can be 
stated as an incompressible flow with variable thermophys-
ical and transport properties at very low Mach numbers. 
Different studies in literature considering pulsating heat 
and mass transfer showed that these varying properties 
have a significant influence on the determined Nusselt or 
Sherwood number. For the solution of the Navier Stokes 
equations the full compressible solver rhoSimpleFoam for 
the steady state solution and rhoPimpleFoam for the tran-
sient simulation was modified. It was observed after some 
modifications of different solvers that the full-compressible 
approximation without resolving acoustic effects shows 
better convergence behaviour than a weakly-compressible 
approximation due to the stiffness of the solution matrix.

A study of different schemes was done to identify the 
most suitable ones. It was found out that second order 
schemes lead to the best results. For the time scheme 

Crank-Nicholson was used. For the divergence terms of 
the scalar transport equation the Van Leer Scheme leads 
to good results. The gradient terms were discretized using 
a linear central scheme. For the pressure and velocity gra-
dients and divergence terms the limited linear scheme 
was used. Details about the different schemes can be 
found in [41].

The boundary conditions for the inlet, outlet and the 
walls were defined as can be seen in Table 1.

To accurately represent the diffusion through the mem-
brane a boundary condition based on the solution-diffusion 

Fig. 5. Grid convergence study for different spacer configura-
tions: Cavity, Submerged and Zig-Zag. (a) GCI_ study of the 
Cavity type spacer configuration; (b) GCI study of the Sub-
merged type spacer configuration; (c) GCI study of the Zig-Zag 
type spacer configuration.

Table 1 
Boundary conditions for the considered computational domain

Boundary Velocity Pressure Mass fraction

Spacer/walls u = 0 ∇p = 0 ∇ϕ = 0

Inlet u = u0 (1 + AR 
(sin(ωt)))

∇p = 0 ϕ = const.

Outlet ∇u = 0 p = const. ∇ϕ = 0
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model is implemented and iteratively solved. Due to the sim-
plification using the salt rejection, which is often found in lit-
erature [24], especially at stagnation points at the membrane, 
non-physical behaviour was observed. The inaccurate local 
salt flux lead to the osmotic pressure differences between 
feed and permeate reaching values above the static pressure 
difference in the channel. The challenge to calculate the per-
meate quality was solved using a global salt mass balance.

φ ρ φ φwall total AB wall perm totalm D A m ( ) + ∇( ) =  (24)

m A A pw w wall m= −( )ρ ∆ ∆π,  (25)

m B A B As m s wall s perm m wall wall perm= −( ) ≅ −( )ρ ρ ρ φ φ, ,  (26)

φperm

B L
s

w sA
m

m m
dxdz=

+∫∫
1

0 0



 

 (27)

u nwall
total

w

m
A

= ⋅


r
 (28)

Eqs. (24)–(28) are iteratively solved. The water perme-
ability was chosen as Am = 9.30⋅10–7 m3 m–2 s–1 bar–1 and 
the Salt Permeability Bm = 7.96·10–7 m3 m–2 s–1, which were 
gained from experimental results in the institute’s lab. The 
inlet mass fraction was set to ϕInlet = 0.035 and a basic pres-
sure of p0 = 80 bar was set, which should represent useful 
operation conditions in seawater desalination systems. For 
simplification, concentration polarization is neglected at the 
permeate side. Since the permeate channel is infinitely long 
in the 2-D case, a complete and homogeneous mixing is 
assumed. These assumptions lead to a constant and global 
permeate concentration, which is dependent on the salt flux 
integrated over the membrane length. The error made by 
these assumptions is assumed to be relatively low, espe-
cially in a reverse osmosis system, where the concentration 
polarization on the permeate side is negligible. An error 
approximation using a modification of the flux-equation by 
Helfer et al. [34] was used to calculate the error:
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Fig. 6 shows the approximated relative error with and 
without concentration polarization on the permeate side over 
the transmembrane pressure (TMP) for a feed mass fraction 
of ϕfeed,b = 0.035 and a mean permeate mass fraction of ϕperm,b 
= 3.5⋅10–4. The water permeability is set to Am = 9.30⋅10–7 m3 
m–2 s–1 bar–1 and the Salt Permeability is varied to see the 
influence of the selectivity of the membrane. As the internal 
concentration polarization has more significant influence 
on this side of the asymmetric membrane [34], only this is 
considered. As it can be seen in Fig. 6 the error increases 
with lower salinity and decreases for higher transmembrane 

pressures (TMP). The error for TMP > 60 bar is below 4%, see 
Fig. 6 and decreases with higher transmembrane pressures. 
The higher the water flux, the lower is the salt concentration 
on the permeate side and the error decreases. 

4. Results and discussion 

4.1. Validation of the boundary condition with literature data

To validate the solver and the implemented boundary 
conditions, data from Alexiadis et al. [42] for typical brack-
ish water desalination conditions and Xie et al. [43] for typ-
ical seawater desalination conditions have been taken as 
reference. Alexiadis et al. [42] experimentally investigated 
an open-channel and compared a 2-D simulation with feed 
and permeate channels to the experiments. Contrary to 
Alexiadis et al. [42] only the feed channel is considered. The 
boundary conditions can be seen in Table 2.

For validation, the permeate flux was taken. It is 
assumed that the flux is a good indicator for validation of 
the boundary condition. If the mass transport and concen-
tration polarization were not correctly reconstructed, the 
flux would differ depending on the occurring concentration 
polarization factor, which can range from 1.2 to 1.6, depend-
ing on the membrane Peclet number. This means that the 
permeate flux would also differ significantly. In Table A1 in 
the appendix, the results of simulation and experiment can 
be seen at different pressures and average feed velocities. 

Fig. 6. Approximated relative error of neglecting concentration 
polarization on the permeate side for a RO membrane using Eq. 
(29) with varying ratios of Am and Bm to represent high and low 
selective membranes; ϕfeed,b = 0.035, ϕperm,b = 3.5·10–4 Am = 9.30·10–7 
m s–1 bar–1.

Table 2 
Boundary conditions for validation study – data taken from 
Alexiadis [39]

Variable Boundary condition Unit

ϕinlet 0.002 –

Δp 8.89 … 13.98 bar

Am 9.72·10–7 ± 0.3·10–7 m  bar–1  s–1

uinlet 0.15 m s–1

T 298.15 K
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The relative error ranges from 0.08 % up to 13.40 %, which 
is also summarized in Fig. 7.

From the experimental results it can be seen that the dis-
tribution of the flux is relatively high, even if the velocity, 
feed concentration and pressure stays almost the same. A 
specific error for each experiment was not given. The mean 
relative error between simulation and experiments is 4.8%. 
From Fig. 7 it can also be seen that the error between sim-
ulation and experimental results stays mainly below the 
mean error line and only few pass it.

For validation of typical seawater conditions exper-
imental data from Xie et al. [43] were taken. Xie et al. 
[43] numerically (Comsol Multiphysics 4.2a) and experi-
mentally investigated sinusoidal spacer configuration to 
enhance mixing in the boundary layer. They compared 
two spacer configurations and a straight channel with their 
experiments. The channels included sinusoidal patterns 
described by

y a
x

b
= 






sin ,

2π
 (30)

where a is the amplitude and b is the wavelength. The 
cross-sectional geometry of the channel is 1.5 mm by 6 mm 
rectangle, with the membrane lying along on of the 6mm 
sides. The channels were 130 mm long in flow direction. 
The three investigated channel geometries can be seen in 
Fig. A1 in the appendix. It shows the top view of the chan-
nels. The flow direction is from left to right.

Five different cases were simulated for each channel. 
The inlet mass fraction ranges from 0.023 to 0.035 and the 
pressure from 55 to 69 bar. The boundary conditions can be 
seen in Table 3.

In Fig. 8 the simulation results are plotted against the 
experimental data. Similar to the simulation results of Xie 
et al. [43], there are some systematic variations, for exam-
ple the simulations from the sinusoidal spacer under pre-
dict the experimental results. Nevertheless the modelling 
results are similar and it can be concluded that the CFD 
simulations are useful to predict the flux behaviour. 

4.2.  Qualitative flow analysis of pulsatile flows in spacer filled 
channels

In Figs. 9–11 different instantaneous velocity contours 
are shown at different times during a pulsation period, 
which can be seen on the right side of the figures. The black 
lines represent streamlines and the colours represent the 
relative velocity

u
u

u
rel = ⋅

0

 (31)

The flow pattern will be explained using the example of 
AR = 1 and Wo = 7.9.

In all three cases, at the beginning of the pulsation 
period t = 0, the flow patterns are similar to the steady state 
value and the typical flow encountered in 2-D channel flow 
can be seen. 

In Fig. 9 the flow pattern inside the Cavity spacer during 
one pulsation period can be seen. During acceleration to  Re 
= 200 the reattachment point moves downstream until the 
kinetic energy is high enough and there is no separation of 
flow. During deceleration it can be seen that there is still no 
reattachment although the Reynolds number was decreased 
to the initial value due to the fluid inertia. A further decrease 
to Re = 0 generates different vortex structures and disturbs 
the boundary layer. After acceleration to Re = 100 the flow 
reaches the initial status. 

In Fig. 10 a pulsation period in the Submerged spacer 
can be seen. During acceleration, the recirculation bubble 
behind the cylinder upstream grows. In the decelerating 
phase the recirculation is disturbed and an a-periodic vor-
tex separation occurs, which generates a higher mixing in 
the bulk flow. After deceleration to Re = 0, different vortices 

Table 3 
Boundary conditions for validation study – data taken from 
Xie et al. [42]

Variable Boundary condition Unit

ϕinlet 0.023, 0.029, 0.035

Δp 55, 62, 69 bar

Am 5.24⋅10–7 m s–1 bar–1

uinlet 0.148 m s–1

T 293.15 K

Fig. 7. Relative error of permeate flux between Open FOAM sim-
ulations and experimental results from Alexiadis et al. [41] – 
brackish water desalination conditions.

Fig. 8. Comparison of permeate flux between OpenFOAM sim-
ulations and experimental results from Xie et al. [42] – Seawater 
desalination conditions; the error bars show the standard devi-
ation from experiments of Xie et al. [42].
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over the height of the channel occur. After accelerating the 
process starts again. 

In Fig. 11 the flow inside the Zig-Zag configuration is 
shown. At Re = 100 the reattachment point is almost in the 
middle of the two filaments. During the acceleration phase 
the reattachment point and the flow separation point at 
the upper cylinder move downstream. In the deceleration 

phase the separation zone ”blows up” and the reattachment 
point stays almost at the same location.

It is obvious that the different phenomena occurring in 
pulsating flows in spacer-filled channels differ from that 
of the open channel (Richardson effect, flow reversal). The 
comparison of the studies found in literature considering 
open-channels will not give representative results about the 
mass transfer change in usual spiral wound modules due to 
a time-periodic inlet velocity. In the open-channel, the mass 
or heat transfer is significantly increased in the developing 
region of the boundary layer. It is assumed that due to the 
periodic perturbation of the attached cylinders, especially in 
the Zig-Zag configuration, the boundary layer has to develop 
periodically and is always in a kind of developing state. 
Therefore it is assumed that the spatial damping of the mass 
transfer enhancement along the flow direction, as reported in 
literature, differs a lot compared to the open channel.

4.3. Concentration polarization factor during a pulsation cycle

In this section the concentration field between two rep-
resentative filaments during one pulsation cycle is consid-
ered, represented by the concentration polarization factor. It 
will be exemplarily discussed at Wo = 7.9 and AR = 1 and at 
quasi-steady state, which is reached for all configurations at 
least after 7 periods. The phenomena are explained between 
two spacer filaments (x = 0 – L, for Cavity and Submerged 
type; x = 0 – 2L for Zig-Zag) in the hydrodynamically devel-
oped region. As it is explained in section 3.1 for Cavity and 
Submerged configuration, it is reached after 3 filaments 
and after 5 filaments for the Zig-Zag configuration. The 
upstream filament is at 0, the downstream filament is at x 
= L or x = 2L. The considered section is in the middle of the 
computational domain to avoid influences from inlet and 
outlet boundaries. The results are presented in Fig. 11.

Due to the asymmetry in the Cavity type spacer the phe-
nomena are discussed for the upper and lower membrane 

Fig. 9. Flow patterns and plot of the relative velocity of Cavi-
ty type spacer during one pulsation period; AR = 1, Wo = 7.9, 
Re = 100.

Fig. 10. Flow patterns and plot of the relative velocity of Sub-
merged spacer during one pulsation period; AR = 1, Wo = 7.9, 
Re = 100.

Fig. 11. Flow patterns and plot of the relative velocity of Zig-Zag 
spacer during one pulsation period; AR = 1, Wo = 7.9, Re = 100.
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separately. It can be seen from Fig. 12a that the concentra-
tion during one pulsation cycle is only marginally influ-
enced. The highest change in concentration can be seen at x 
= 0.75 L, which corresponds to the attachment point of the 
recirculation zone, see Fig. 9. Near the contact point (x = 0, L) 
between filament and membrane (0–0.125L;~0.875L–L) no 
influence can be seen. The phenomena at the upper mem-
brane are completely different, see Fig. 11b. Considering the 
start of the pulsation period (t = 0), the influence of the flow 
expansion starting from x = 0 a momentum in normal ori-
entation away from the membrane support the diffusional 
back transport and creates a minimum of concentration 
after the upstream cylinder. After expansion the velocity 
decreases and therefore the concentration increases.

The concentration polarization index curve in the Sub-
merged configuration is qualitatively similar to the concen-
tration profile of the upper membrane of the Cavity type 
spacer, see Fig. 11c. A slight change with a generation of a 
local minimum after the filament upstream during the decel-
eration phase can be seen. The maximum of the membrane 
concentration between two filaments stays almost at the same 
position. Especially in the developing region of the recircu-
lation bubble the concentration is significantly influenced 
during acceleration (0π–π/2) and deceleration (π/2–π). 

In the Zig-Zag configuration, compare Fig. 11(d), it can 
be seen that the pulsating bulk velocity influences the con-
centration change over time mainly in the middle of the 

two turbulence promoters at the bottom membrane during 
one pulsation cycle. Due to the changing of the recircula-
tion zones between acceleration and deceleration (0π–π), 
which is in the Zig-Zag configuration near or directly below 
the upper filament, a momentum normal and therefore a 
convective transport of the bulk concentration to the mem-
brane is generated at different locations during one cycle. 
During deceleration (π–3/2π) the mass transfer is decreas-
ing due to the general low momentum. Near the attachment 
points of the spacer and the membrane, where the convec-
tive momentum is significantly lower, the concentration at 
the membrane is non-significantly changing.

In Table 4, the different mean values for the concentra-
tion polarization indices are given for the different config-
uration to compare the different geometries. The values 
given are in the hydrodynamically developed region. It can 
be seen that the highest concentration is given in the Cavity 
type configuration.

4.4. Effect of Womersley number on mass transfer

In this section, the effect of the Womersley number on the 
local mass transfer in each configuration is considered (Fig. 
13). The results are again discussed between two filaments in 
the developed region during one pulsation cycle. The time 
averaged Sherwood numbers over one cycle at quasi-steady-

(a) Concentration polarization factor between two promoters at 
the membrane in the Cavity type configuration (down)

(b) Concentration polarization factor between two filaments at 
the membrane in the Cavity type configuration (up)

(c) Concentration polarization factor between two filaments at 
the membrane in the Submerged type configuration (down)

(d) Concentration polarization factor between two filaments at 
the membrane in the Zig-Zag type configuration (down)

Fig. 12. Concentration polarization factor between two filaments in the developed region for different geometries; a quarter of L 
corresponds to the diameter of the filaments: 0.25 L=̂  d; AR = 1, Wo = 7.9.
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state are taken to compare the enhancement of mass transfer. 
The amplitude ratio is kept constant at 1 which can be inter-
preted as a solenoid valve opening and closing in a specific 
frequency and sinusoidal way, which would be technically 
the easiest way to generate a pulsating inflow. The Womers-
ley number is changed from Wo = 5.6 to 17.7.

In the Submerged configuration, see Fig. 12(b), the local 
Sherwood number profile can be seen as a “moved configura-
tion” compared to the Zig-Zag configuration. Instead of a max-
imum, a minimum can be found in the middle between the 
two filaments at the lower membrane. This can be explained 
by the higher velocity at the locations of the cylinders due 
to the smaller cross section and is identical for steady-state 

and dynamic operation. At Wo = 17.7 the Sherwood number 
profile also changes qualitatively and the minimum moves 
upstream and crosses even the steady state line. At this fre-
quency it is assumed that the high frequency strongly dis-
turbs the flow behind the cylinder and the generated vortex 
separation increases the mixing inside the channel.

In the Zig-Zag configuration (Fig. 12(d)) it can be seen 
that the shape of the local Sherwood number does not 
change qualitatively between the two filaments for all con-
sidered Womersley numbers. It is interesting that the peak 
of the mass transfer is near the reattachment point of the 
location of the center of the upper cylinder, where the high-
est tangential velocity occurs. This indicates that a convec-
tive transport normal to the membrane is very important 
considering the improvement of the membrane process. 
This maximum stays at the same position even at different 
pulsatile operation modes. At Wo = 17.7 the maximum of 
the Sherwood number moves upstream. Under these condi-
tions the local mass transfer is even increased almost totally 
over the length of one filament. The results also show that 
the local Sherwood number is the same for steady state and 
dynamic operation near the cylinders attachment points. 

4.5. Effect of amplitude ratio

In this section the changing of the amplitude ratio at a 
specific Womersley number is investigated. The results are 

Table 4 
Time integrated concentration polarization index values for the 
different 2-D spacer configurations after 3 or 5 filaments for the 
Cavity and Submerged or Zig-Zag configuration respectively

Spacer 
configuration

Womersley 
number

Amplitude 
ratio

Mean CP Index 
after 3 filaments

Cavity (down) 7.9 1.0 1.817

Cavity(up) 7.9 1.0 1.584

Submerged 7.9 1.0 1.532

Zig-Zag 7.9 1.0 1.576

(a) Cavity-configuration: time averaged Sherwood number be-
tween two filaments at the membrane (down)

(b) Cavity-configuration: time averaged Sherwood number be-
tween two filaments at the membrane (up)

(c) Submerged-configuration: time averaged Sherwood number 
between two filaments at the membrane (down)

(d) Zig-Zag-configuration: time averaged Sherwood number be-
tween two filaments at the membrane (down)

Fig. 13. Time averaged Sherwood number over one cycle between two filaments in the developed region for different geometries; 
the grey area identifies the region of lower mass transfer compared to the steady state values; the results are presented for AR = 1, 
Wo = 5.6;7.9;17,7.
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again discussed between two filaments in the developed 
region during one pulsation cycle and can be seen in Fig. 
14. The AR is changed from 0.2 to 0.5 to 1. The Womersley 
number is kept constant at Wo = 7.9.

It is interesting that, contrary to the different Womersley 
numbers, in each of three geometries the Sherwood number 
profile along the membrane stays qualitatively the same for 
different AR. The maxima and minima of the mass transfer 
between the filaments stays at the same locations for the 
Zig-Zag and Cavity configuration. It also can be seen that 
the influence near the cylinder and membrane is only mar-
ginal. For the Submerged configuration the minimum is 
slightly moving downstream. Another interesting point for 
all three cases is the non-linearity in the enhancement over 
different amplitude ratios. The higher the pulsation ampli-
tude the higher is the enhancement of the mass transfer and 
the influence at an amplitude ratio of AR = 0.2 is negligible 
or even lead to a decrease in mass transfer rate.

4.6.  Mass transfer enhancement at different amplitude ratios 
and Womersley number

As discussed above, the enhancement of the mass trans-
fer due to pulsating flow is a strong local and time depen-
dent problem. To indicate and compare nevertheless the 
enhancement for the considered geometries and boundary 

conditions the mass transfer rate is integrated over length 
and time 
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and plotted in Fig. 14 for different frequencies and ampli-
tude ratios. The term enhanced mass transfer (EMT) is the 
ratio between mass transfer rate at pulsating conditions and 
mass transfer rate at steady state conditions.
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In Table A2 in the appendix the time and local averaged 
Sherwood numbers are given for the considered simulation.

It can be seen in Fig. 15 that with rising amplitude ratios, 
the mass transfer enhancement increases for all three consid-
ered configurations. It is also shown that the highest enhance-
ment is at around 15–20 % for all three configurations. From 
Wo = 7.9 to Wo = 17.7 a non-linearity of over the changing AR 
can be seen. This can be explained by the disruption of the 
flow and the increased mixing. It can also be seen that at lower 
frequencies and amplitude ratios the pulsating mass transfer 
is even lower. In these cases the frequency is too low and the 
concentration boundary layer has the time for building up 
during the deceleration and acceleration (π–3/2π–2π) or the 
amplitude is too small to even disturb the boundary layer.

(a) Cavity-configuration: time averaged Sherwood number be-
tween two filaments at the membrane (down)

(b) Cavity-configuration: time averaged Sherwood number be-
tween two filaments at the membrane (up)

(c) Submerged-configuration: time averaged Sherwood number 
between two filaments at the membrane (down)

(d) Zig-Zag-configuration: time averaged Sherwood number be-
tween two filaments at the membrane (down)

Fig. 14. Time averaged Sherwood number over one cycle between two filaments in the developed region for different geometries; the 
grey area identifies the region of lower mass transfer compared to the steady state values; the results are plotted for AR = 0.2;0.5;1, 
Wo = 7.9
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This explains why the literature review showed contra-
dictory results. Here it can be seen that a wide range has to 
be investigated to gain an evidence about the mass transfer 
enhancement. Nevertheless, compared to the experiments 
found in literature, the enhanced mass transfer of pulsations 
in the simulations are much lower. It is assumed that there 
exist a lot of side effects like vibrations of the membrane, the 
damping characteristics due the elasticity of the membrane 
material and the amplitude form of the oscillations. Latter 
is difficult to compare between numerical and experimen-
tal results. As it is stated in [23], the numerical simulations 
are representing the right trends but the absolute values of 
mass or heat transfer enhancement differ significantly from 
the experiments, even in the laminar case. 

5. Conclusion 

In the present study dynamically operated reverse 
osmosis systems are numerically investigated using the 
OpenSource C++ library OpenFOAM by means of 2-D 
spacer filled channels. The implemented models are val-
idated against literature data for typical brackish- and 
seawater desalination conditions. A discussion about the 
dynamics in the RO process showed that the mass transfer 
resistance of the membrane active layer is much lower than 
the mass transport resistance from the bulk to the mem-
brane, which indicates that the dynamics of the active layer 
can be neglected. Nevertheless, the mass transfer resistance 
of the porous structure layer is higher and should be con-
sidered in future studies. 

The performed simulations are 2-dimensional in space, 
to identify phenomena occurring in 3D spacer filled channels 
separately. Depending on flow attack angle and cross section, 
3D spacer filled channels can be interpreted as a combination 
of the three considered geometries. Nevertheless, the results, 
especially the mass transfer enhancement studies can give 
the right trends with a smaller computational effort. 

The analysis of the flow patterns show that the occur-
ring phenomena disturbing the boundary layer differ 
significantly from the open-channel (Richardson effect, 
flow reversal). The concentration boundary layer in open 
channels in laminar flows is mainly influenced by diffusion 
due to the stratified flow patterns. In channels with turbu-
lence promoters, the influence of the momentum normal 

to the membrane plays an important role and the mass 
transport problem changes from a diffusion dominated to 
a convection-diffusion problem inside the boundary lay-
ers. Additionally, this means that the influence of differ-
ent frequencies and amplitudes differs completely in open 
and spacer filled channels and cannot be compared to each 
other. This could also explain the difference between litera-
ture data and simulated results. 

The simulation results show that in pulsating flows in 
spacer filled channels, the concentration profiles near the 
attachment points of filament and membrane are only mar-
ginally influenced, because the momentum is significantly 
lower. A 3D simulation has therefore to be done, how this 
holds for the real spacer geometry. The main influence can 
be identified in the middle between two filaments. 

At a very high Womersley number the flow structure 
and the mass transfer significantly differ from the steady 
state. A further study of the phenomena between these two 
frequencies has to be done. An analysis of the Sherwood 
number indicated that the mass transfer is more influenced 
by changing the Womersley number than by changing the 
amplitude ratio. 

This study showed that a wide range of frequencies 
and amplitude ratios has to be investigated to identify the 
potential of pulsating flows for enhancement or decrease 
of mass transfer compared to steady state operation due to 
the complex flow phenomena. The gained results indicate 
that there can be a significant enhancement, depending on 
the chosen frequency and amplitude, but the frequencies 
have to be much higher than recommended in literature 
or occurring in RO systems transiently powered by renew-
able energies. It is therefore assumed that the performance 
enhancement due to a varying power supply by renewable 
energies will not be existent, but an active control can have 
a potential to significantly improve the RO process and pos-
sibly decrease the energy consumption. 
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Symbols

Abbreviations

AR – Amplitude ratio
ECP – External concentration polarization
EMT – Enhanced mass transfer
GCI – Grid convergence index
RO – Reverse osmosis
SWM – Spiral wound modules

Domains and boundaries

Γ – Domain boundary
Γg – Dirichlet boundary
Γh – Neumann boundary
Ω – Fluid domain

Fig. 15. Time and spatial integrated enhanced mass transfer 
for different amplitude ratios and Womersley numbers (lower 
membrane).



A. Präbst et al. / Desalination and Water Treatment 73 (2017) 30–45 43

Dimensionsless numbers

Γcp – Concentration polarization factor
Bi – Biot number
Pe – Peclet number
Re – Reynolds number
Sh – Sherwood number
Wo – Womersley number

Scalars

β	 Mass transfer coefficient m/s
m	̇	 Mass flow rate kg/s
μ Dynamic viscosity Pa s
ν	 Kinematic viscosity m2/s
ω	 Angular frequency Hz
ϕ	 Mass fraction –
π	 Osmotic pressure N/m2

ρi Mass concentration/density kg/m3

A Area  m2

Am Water permeability m3/(m2 s bar)
Bm Salt permeability m3/(m2 s)
CP Heat capacity J/(kg K)
D Diameter m
DAB Diffusion coefficient m/s2

e Error  –
f Frequency Hz
J Flux  m3/(m2 s)
L Length m
L0 Membrane thickness m
p Pressure N/m2

S Structure parameter m
T Temperature K
t Time  s

Subscripts

Al  – Active layer
bulk  – Bulk
F  – Feed
f  – Fluid
mem –  Membrane
P  – Permeate
PS  – Porous structure
W  – Water
wall  – Wall

Vectors and tensors

 – Cauchy stress tensor
 – Strain rate tensor
u'(x,t) –  Turbulent oscillating velocity vector
b – Body force vector
h – Neumann vector
I – Identity vector
n – Unity normal vector
u – Velocity vector
u' – Velocity fluctuation vector
u0 – Mean velocity vector
u~(x,t) – Periodic velocity vector
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Appendix

Table A1 
Comparison of the performed CFD simulations in this study 
and experimental results of Alexiadis et al. [39]

Pressure 
[bar]

Average 
feed inlet 
velocity 
[m/s]

Flux 
experiment 
[lm–2 h–1 ]
[39]

Flux 
simulation 
[lm–2) h–1]

Relative 
error [%]

8.987 0.153 24.58 24.68 0.39

8.987 0.166 26.06 24.75 5.02

8.987 0.186 22.89 24.86 8.61

8.987 0.191 25.45 24.89 2.21

8.987 0.206 25.17 24.95 0.86

8.987 0.212 27.58 24.98 9.43

8.987 0.218 22.22 25.00 12.52

8.987 0.219 26.37 25.01 5.18

8.987 0.219 26.58 25.01 5.92

10.987 0.115 28.25 28.19 0.23

10.987 0.122 27.65 28.25 2.18

10.987 0.166 25.22 28.60 13.40

10.987 0.167 25.35 28.61 12.86

10.987 0.199 28.82 28.80 0.08

11.987 0.108 29.36 30.29 3.18

11.987 0.134 31.18 30.58 1.91

11.987 0.147 27.34 30.70 12.30

11.987 0.159 32.79 30.79 6.10

11.987 0.180 29.60 30.94 4.53

11.987 0.193 30.70 31.02 1.05

13.987 0.076 32.75 34.01 3.84

13.987 0.102 34.00 34.54 1.58

13.987 0.128 36.93 34.91 5.46

13.987 0.147 33.86 35.13 3.74

13.987 0.154 35.89 35.18 1.97

13.987 0.160 34.04 35.24 3.52

Fig. A1. Top view of the investigated membrane channels; 
adapted from [42].

Table A2 
Comparison of time and local averaged mean Sherwood 
number of the transient CFD simulations

Spacer 
configuration

Womersley 
number

Amplitude 
ratio

Mean Sherwood 
number

Cavity (down) 0 0 37.49

Cavity (down) 5.6 1.0 35.25

Cavity (down) 7.9 0.2 35.57

Cavity (down) 7.9 0.5 36.02

Cavity (down) 7.9 1.0 38.85

Cavity (down) 17.7 1.0 57.44

Cavity (up) 0 0 45.93

Cavity (up) 5.6 1.0 43.60

Cavity (up) 7.9 0.2 42.33

Cavity (up) 7.9 0.5 43.26

Cavity (up) 7.9 1.0 46.18

Cavity (up) 17.7 1.0 65.96

Submerged 0 0 43.02

Submerged 5.6 1.0 45.86

Submerged 7.9 0.2 43.59

Submerged 7.9 0.5 45.47

Submerged 7.9 1.0 50.34

Submerged 17.7 1.0 62.45

Zig-zag 0 0 53.84

Zig-zag 5.6 1.0 58.51

Zig-zag 7.9 0.2 55.49

Zig-zag 7.9 0.5 59.53

Zig-zag 7.9 1.0 62.29

Zig-zag 17.7 1.0 90.09


