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a b s t r a c t
There is too high false positive rate in water quality anomaly detection in water quality data process-
ing with more impulsive noise, so an approach based on radial basis function neural network and 
wavelet denoising is presented. It introduces wavelet transform modulus maxima denoising method 
to process the residual sequence prediction of water quality. The quality anomaly of water is deter-
mined by the comparison between the distance from the origin at each moment and special threshold, 
to achieve anomaly detection with higher accuracy. Due to less abnormal data contained in daily water 
quality data, we perform simulations with a method of superimposing certain distribution based on 
actual data, to better simulate the variation of water quality parameters in sudden pollution accident 
of city. The simulation results indicate the improved detection scheme based on neural network, and 
wavelet analysis has strong on-line detection ability, especially for low-intensity abnormalities, and 
the accuracy of detection also achieves significant improvement.
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1. Introduction

With the rapid development of industrialization and
urbanization, a large amount of pollutants and wastes are 
discharged into rivers, lakes, and seas, causing serious pollu-
tion to water environment for human survival [1–3]. To find 
and control water pollution in time, it is very necessary to 
improve the ability of water quality anomaly in water qual-
ity monitoring system. Because of complexity of water envi-
ronment, most of current water monitoring systems, along 
with diversity of pollutants and randomness of unexpected 
events, acquire the water category to make warning accord-
ing to setting thresholds, which is hard to meet the demand 
for automatic and intelligent detection on water quality 
events [4]. Therefore, water quality early warning system still 

has great research and development space in intelligence, 
accuracy, and timeliness of situation judgment [5–8]. Because 
of severe situation of water environment, it has become a 
research hotspot that needs further study and urgent solu-
tion to replace traditional warning method of water quality 
by advanced quality anomaly detection based on informa-
tion processing technologies.

In recent years, many scholars have carried out research 
on water quality anomaly detection method. Noel et al. [9] 
processed experimental and adopted the method of reducing 
background data noise to improve the detection rate for anom-
aly. To overcome the defect of simple experimental platform, 
Zhou et al. and Schurer et al. [10,11] adopted on-line filed data 
for further analysis, and they proposed the concepts of time 
series increments, linear filtering, and multivariate nearest 
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neighbors. Wang et al. [12] presented a comprehensive eval-
uation method for surface water quality based on fuzzy set. It 
is believed that most of the current water quality monitoring 
system usually performs warning according to the difference 
between measured value and standard value. However, such 
approach neglected special changing trend of the parameters 
of water quality, and it cannot satisfy the demand for all abnor-
mal water quality in time and accurately. Most of the above 
detection methods often contain two procedures: predicting 
current value and judging whether the difference between 
current value and measured value is beyond the threshold. 
Time series incremental method is based on moving time 
window with length of 1, which does not consider the trend 
of historical data sufficiently. Linear filtering method [13] is 
more suitable for linear stationary time series prediction by 
linear combination of historical data to predict current value. 
Multivariate nearest neighbor method [14] integrates different 
types of water quality indexes, and it clusters original water 
quality data directly to determine the anomaly with multi-
dimensional Euclidean distance. Its performance is affected 
by normal fluctuation of background data greatly which will 
cause higher false negative rate and false positive rate.

This article introduces wavelet transform modulus max-
ima denoising method to process the residual sequence of 
water quality prediction, considering the complexity of water 
environment and non-linear water quality index time series. 
Then, the results are compared with given threshold to deter-
mine the anomaly of water quality, and to achieve anomaly 
detection with higher accuracy. During the experimental 
analysis process, contraposing to the problems on water 
quality anomaly data in real life that is hard to be acquired, 
so we adopt water anomaly simulation, to compare the water 
quality anomaly detection method based on prediction 
model with time series increment method. The simulations 
show the former has higher detection rate and lower false 
positive rate. The water quality anomaly detection methods 
with wavelet denoising are tested to verify its performance, 
resulting in reduction of false positives caused by outliers 
and better anomaly detection capability.

The rest of this paper is organized as follows: Section 2 
presents a water quality anomaly detection model based on 
radial basis function (RBF) neural network and explains the 
procedures; Section 3 describes the improved water qual-
ity anomaly detection algorithm based on RBF and wavelet 
denoising; Section 4 provides the experiments of algorithm 
tests by simulation of water quality anomaly and the results 
are analyzed; and Section 5 draws some conclusions and pres-
ents the future work.

2. Water quality anomaly detection model based on RBF
network

The process of water quality anomaly detection based 
on prediction model is: first, the historical monitoring data 
of several water quality parameters are selected as training 
samples to establish normal water quality mode by neural 
network training; second, the water quality parameters mea-
sured in real time are used as input parameters of the model, 
and output value of model is used as prediction value of water 
quality; the prediction of water quality parameters is com-
pared with actual monitoring value to achieve the residual, 

which will also be compared with regulated threshold. If it 
is less than the threshold, it is believed to be normal back-
ground data; otherwise, it is believed to be abnormal data. 
Due to the characteristics of non-linear time series of water 
quality index, we adopt RBF neural network [15] to estab-
lish water quality index prediction model. Then the residual 
time series is acquired by the comparison between prediction 
value and actual value to make online wavelet denoising in 
special sliding window. Finally, the water quality anomaly 
is determined by case whether the judgment error exceeds 
the threshold value or not. The method of time series predic-
tion with RBF predicts the quantitative relationship between 
origin and predictive horizon by nonlinear approximation 
ability of RBF. By the analysis of actual monitoring data, it 
is found that the change of water quality index is a gradual 
process.

The prediction model presented in this article is described 
as follows:

D t F D t D t D t n( ) ( ( ), ( ),..., ( ))= − − −1 1 (1)

where D(t) is the monitoring data of certain water quality 
index at hour t; n is the number of input layer nodes; and 
F is input–output mapping relation determined by neural 
network.

Matlab is used for simulation of RBF neural network: first, 
the data are normalized by xi = (x – xmin)/(xmax – xmin); second, 
determine the number of input nodes and generate input vari-
ables and output variables according to Eq. (1), to be divided 
into training samples and test samples; third, use function 
Newrbe to create accurate neural network and find the opti-
mal basis function extension speed; use function to perform 
simulation on the network and output the prediction of test 
samples; finally, anti-normalization processing of the output.

3. Water quality anomaly detection approach based on
neural network prediction and wavelet denoising

3.1. Improved water quality anomaly detection

The anomaly detection method of water quality based 
on neural network prediction compares residuals and sets 
threshold to judge whether anomaly exists there. The resid-
ual series contains more pulse noise, and they are usually 
caused by unstable sensor running or transmission failure, 
which should not be determined to be quality anomaly. 
Thus, these residual series should be processed to eliminate 
the pulse noise, and to reduce false positives. Because wave-
let modulus maxima has better removal efficiency in pulse 
noise, we adopt such method to perform denoising. Then 
the results are compared with given threshold to judge the 
anomaly of water. The flowchart is depicted as Fig. 1:

3.2. Selection of abnormal threshold

A group of residuals are acquired by RBF neural network 
prediction, presenting the difference between predicted data 
and real data, as shown in Eq. (2):

e t y t y t( ) | ( ) '( )|= − (2)
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where e(t) is residual at time t; y(t) is measured value at time 
t; y′(t) is predicted value at time t; e(t) is used to determine 
the status of y(t). If e(t) ≤ U, y(t) is normal; otherwise, y(t) is 
abnormal and it will be eliminated by historical data. U is 
threshold that is a positive constant set previously. The set-
ting of U is very important for anomaly detection. When it is 
set too small, more false positives may be generated; other-
wise, many important information may be missed, leading to 
false negatives.

In error theory, the elimination of abnormal data often 
adopts statistical method. Laita criterion [16] is a simple and 
common judging rule to be used. For repeated measurement 
of certain variable of nth power equal accuracy, we get arith-
metic mean as x1,x2, …, xn. x  is arithmetic mean and σ is stan-
dard deviation of measurement. If corresponding residual rk 
of certain data xk satisfies | | | |v x xk k= − > 3σ , xk is believed to 
have gross error, and it belongs to abnormal data. Because 
each measuring value only contains random error and it 
obeys normal distribution, the probability of residual that 
falls out of 3σ is 0.27%, that is, the possibility occurs in finite 
repeated measurement is very small. When strict examina-
tion is adopted 2σ can be taken as discriminant criterion.

Based on above ideas, we set the threshold as follows: the 
residual series is acquired by training samples as e(t), 1,2, …, 
P, where P is the length of training samples. Then the mean 
and the standard deviation of residual series are computed 
as follows:

ε =
=
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When U = +ε σ2  and e(t)<U, the detection is normal.

3.3. Parameters selection of denoising algorithm

During the denoising by modulus maxima of wave-
let transform, the effect will be affected by decomposition 

level J, threshold T and signal reconstruction method, so it is 
necessary to choose appropriate parameter value:

3.3.1. Selection of J

Large decomposition level will cause loss of certain 
important local characteristics of signals, while small decom-
position level may cause insufficient attenuation of module 
maximum corresponding to the noise, and hard distinction 
between signals and noises. Therefore, the value of J should 
be determined according to the size of signal-to-noise ratio 
(SNR). In general, when SNR is large, J will get smaller; oth-
erwise, J will get bigger. There are some indications for com-
mon signals that when SNR is more than 20, J = 3; otherwise, 
J = 4.

3.3.2. Selection of T

When the noise is constant, if the wavelet modulus max-
imum amplitude of signals has litter difference, it indicates 
the signals are relatively stable and the value of T will get 
larger; otherwise, T will get smaller to decrease signal distor-
tion. When the signal is stable, if SNR is large it indicates the 
noise power is smaller and its corresponding modulus max-
imum amplitude will be smaller. Thus, T will get a smaller 
value for denoising; otherwise, T will get a larger value. 
In general, the threshold is determined as follows:

T
N

J Z
A=

+
+

log ( )2 1 2
� (5)

where A w f nd
i= ′max( ( ))2 , that is, the amplitude of maximum 

modulus maxima; N is presented noise power; J is the maxi-
mum size to be selected; Z is a constant, whose value is set as 
2 by experience.

3.3.3. Selection of reconstruction method

When the wavelet transform modulus maxima of signals 
of all scales are acquired, if we directly set zero for wavelet 
coefficients and adopt wavelet inverse transform for recon-
struction, larger reconstructed signal error may be acquired. 

Fig. 1. Improved quality anomaly detection algorithm.
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We can adopt proper method to make reconstruction from 
all scales of modulus maxima and their locations. Then the 
wavelet coefficients are used to get reconstruction signal by 
inverse transformation.

4. Experimental analysis of water quality anomaly

In the water quality data acquired by on-line monitor-
ing instruments, the data including abnormal events are less 
and the performance of water anomaly can be tested well. 
Because the current conditions of laboratories are limited, 
it is not appropriate to simulate abnormal events occurring 
by injecting different concentrations of pollutants. Then this 
article adopts U-distribution [17] to simulate the variation of 
water quality parameters caused by water pollution events, 
and the relative equation is follows:

y t y t E t EE y( ) ( ) ( ) max= + ⋅ ⋅ ⋅0 ind δ σ � (6)

where yE(t) is the value of water quality parameter of super-
imposed exception event at time t; y0(t) is the value of water 
quality parameter under original background at time t; Eind(t) 
is event change indicator and its range is (0,1) which simu-
lates the variation trend of event with time goes on; δ is the 
variation direction that influences the water quality param-
eters by contaminants. It equals to –1 or 1: when δ = 1, the 
water quality parameter is increasing; when δ = –1, the water 
quality parameter is decreasing; σy is standard deviation of 
water quality background data; Emax is the intensity of abnor-
mal events and Emax σy is the maximum of deviation from ini-
tial data caused by contaminants.

We choose the ammonia nitrogen value monitored online 
of certain surface water source reservoir. The sensor output 
monitoring value every 15  min. The previous 3d data are 
taken as prediction training set, and the latter 3d data are 
taken as test set. To test the performance of algorithm, certain 
distribution is superimposed to simulate the change of water 
quality index caused by sudden pollution accident based on 
actual data. The simulated anomaly in this article is density 
function curve of standard normal distribution, denoted by 
Ae x

−
2

2
2/ π . Such type of curves can simulate the variation 

process of water quality index caused by pollution events, as 
depicted in Fig. 2. The anomaly intensity degree is set as A = 1 
and the duration length is 10Δt.

The prediction performance of RBF is tested by online 
monitoring of ammonia nitrogen value without superim-
posed anomaly. The former 3d data are used as training data 
set, and the input dimension is 3, whose results are depicted 
in Fig. 3. From this figure we can see, RBF neural network 
brings better eater quality prediction ability. Time series 
incremental method makes standardized processing on the 
data in sliding window. Whether there is anomaly or not, it 
will use the measured value of previous step as current pre-
diction value. Such method creates the problem that it cannot 
predict background data when there is anomaly. However, 
RBF prediction mine the historical trend of water quality 
variation and it can predict the value of background data 
accurately. When the difference between predicted value and 
actual value is large, it believed to be abnormal.

We choose sym4 wavelet whose decomposition level 
J = 3 and the maximum threshold T = maximum modulus 
maxima*20/(J+2). Alternating projection algorithm is used 
to reconstruct wavelet parameters. In Fig. 4, there are com-
parisons of residual series before and after denoising with 
superimposed anomaly strength as 1, 1.5, and 2, respectively. 
Whatever large the anomaly strength is, our method can 
eliminate pulse noise contained in corresponding residual 
series, and save usefully information in reserved residuals 
simultaneously.

After the residual sequence is processed by cloud noise, it 
is compared with the threshold of residual chlorine: if it is big-
ger than the threshold, it is decided as anomaly; otherwise, it 
is normal. To verify the strength of testing ability we compute 
receiver operating characteristic (ROC) curve area, detection 
rate, and false positive rate of two algorithms. From the data 
listed in Table 1, we can infer that when anomaly intensity is 
low, the ROC area and detection rate will be bigger than that 
of improved algorithm. With increasing of anomaly intensity, 
the detection rate of improved algorithm also gets better. The 
reason is that low anomalies are considered to be normal 
fluctuations of water quality parameters. The improved algo-
rithm filtered the residual series which reduces the residual 
value of relative moments, leading to decrease of detection 
rate. When anomaly intensity denoising is useful to extract 
useful information, the detection gets better than before. 
Because the wavelet modulus maxima denoising method 
adopted in this article aims to eliminate the effect of pulse 
noise, the pulse noise can always be removed without con-
sidering its mutation value or anomaly intensity.

Fig. 2. Simulation of water quality anomaly with anomaly 
intensity degree A = 1.

Fig. 3. Comparison curve of predicted value by RBF neural 
network and actual value.



355W. Liu et al. / Desalination and Water Treatment 121 (2018) 351–356

5. Conclusion and future work

Rapid and accurate detection of water quality anom-
alies under natural or man-made events is of great signifi-
cance to the protection of water environment and the pro-
tection of public health. For the problems of unsatisfactory 
anomaly detection performance under large water quality 
fluctuation of background data, a water quality detection 
approach based on RBF neural network and wavelet analysis 
is presented in this article. RBF is introduced to predict the 
water quality, and the residual series acquired by compari-
son between predicted value and actual value are denoised 
by wavelet. Then, the water quality status is determined by 
comparison between the distance deviated from the origin 
every moment and specific threshold. On-line monitoring 
ammonia nitrogen value of certain city water reservoir is 
taken as experimental object and the results indicate our 
algorithm has higher anomaly detection rate and lower false 
positive rate.

Abnormal water quality classification method in this 
paper is used to distinguish baseline variation and abnormal 
events. The final object of research is to further improve the 
performance of anomaly detection methods. Therefore, we 
can study the classification of anomalies caused by different 

pollutants in future work, to determine the types of contam-
inants, take effective measures in time and reduce the loss 
caused by pollution.
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