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a b s t r a c t
This paper is concerned with a numerical simulation method for the flow fields in an Orbal 
oxidation ditch (OD). The velocity and pressure fields are obtained by solving the three-dimensional 
time-averaged Navier–Stokes equations and renormalized group k–ε turbulence model using Fluent 
6.3.26. Combined with the multi-reference frame, the flow driven by a surface aerator was calculated. 
The finite volume method was used to discretize the differential equations; velocity and pressure were 
computed with the pressure-implicit with splitting of operators algorithm; and the simulation of free 
surface was carried out using the volume of fluid method. The numerical simulation was carried out 
according to the working conditions of the Orbal OD, and the simulated longitudinal velocities at the 
measuring points along the representative measuring lines were obtained. The comparison between 
the simulated longitudinal velocities and the experimental ones shows a better agreement, which 
essentially validates the reliability of the mathematical model. At last, the possible sources of various 
errors in the calculation and experiment are analyzed so as to beneficially improve the calculation and 
the measurement accuracy in the future.
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1. Introduction

Oxidation ditch (OD) has the advantages of simple 
process, stable operation, and high removal rate of chemical 
oxygen demand (COD), and has been widely used in small 
and medium sewage treatment plants all over the world 
[1–5]. At present, there are 9,200 wastewater treatment 
plants in the United States using OD process, and only about 
more than 40 ODs in China [6]. The flow field characteris-
tics of the OD determine the mixing degree of liquid in the 
ditches and the distribution of dissolved oxygen (DO) [7]. 
The operation practice shows that the flow region with low 
velocity in the ditch can cause the decrease of mixed fluidity, 
sludge deposition, the poor treatment effect, and the increase 

of energy consumption [8,9]; therefore, it is of significance to 
study the flow fields in ODs. Tiranuntakula et al. [10] studied 
the integrated OD technology with biofilm reactor and the 
treatment capacity of the new OD from the aspects of DO, 
biochemical oxygen demand, and COD. Argaman and Spivak 
[11] proposed a prediction formula of average velocity for OD 
by using the principle of momentum conservation, by which 
the practical measurement results of circulation liquid in the 
dich was analyzed. Simon et al. [12] developed a theoretical 
model based on mass and momentum balance to predict the 
average circulation speed of fluid generated by impellers, and 
the comparison between the experimental and simulation 
results coincides well. Li [13] used the experimental and 
simulation methods to study the flow fields of oval and 
round Orbal ODs, by which the rationality of equipment 
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configuration was analyzed, and the measures for improv-
ing the velocity distribution was put forward. Yang et al. [14] 
used computational fluid dynamics (CFD) software to sim-
ulate the flow fields and the distribution of DO in an OD. 
The influence of the position of surface aerator and the sub-
merged depth of impeller on the distribution of DO and the 
flow pattern in the reactor were also discussed. Fan et al. [15] 
used CFDto simulate the three-dimensional (3D) flow fields 
and water dynamic characteristics of OD with surface aera-
tor like an inverted umbrella, and also calculated the velocity 
of liquid phase and the volume fraction of solid phase. The 
simulation results are in good agreement with the test ones 
obtained by particle dynamic analyzer, which shows that the 
vertical velocity of solid phase is slightly lower than that of 
liquid phase, and the increasing of flow velocity in the reac-
tor resulted in an increase in the liquid phase velocity, and 
the distribution of solid phase be more uniform. Wei et al. 
[16] simulated the effect of guiding baffles downstream from 
surface aerators on the flow fields in an OD using the CFD 
method. The comparison of the velocity distributions between 
the two conditions (with and without guiding baffles) shows 
that the installed guiding baffles downstream from the sur-
face aerators can increase the velocity at the ditch bottom, 
and the vertical velocity distributions in the OD become 
more uniform. Wei et al. [17] used an experimentally vali-
dated numerical tool to study the effect of the submergence 
depth of impellers on flow fields in an OD and obtained an 
optimal submergence depth ratio of 0.45, which can better 
improve the efficiency of ODs in wastewater treatment sys-
tem. Karpinska and Bridgeman [18] accounted for the actual 
flow field and its impact on the oxygen mass transfer and 
yield of the biological processes occurring in the aeration 
tanks. Xie et al. [19] proposed a two-phase (liquid–solid) CFD 
model to simulate the flow field and sludge settling in a full-
scale Carrousel OD, by which an optimized operation scheme 
of the OD was obtained. Compared with the existing one, 
the volume fraction of solid phase at the bottom of the OD 
in the optimized operation scheme decreases from 0.260 to 
0.258, and the distribution of sludge becomes uniform. Guo 
et al. [20] monitored and simulated the flow velocity and DO 
concentration in the outer channel of an Orbal OD system in 
a wastewater treatment plant in Beijing (China) under actual 
operation conditions, which shows that the flow velocity 
was heterogeneous in the outer channel, making the DO also 
heterogeneously distributed in the outer channel and the con-
centration gradients occur along the flow direction as well as 
in the cross section. The above researches [1–20] mainly study 
the hydraulic characteristics and the structural optimization 
of Carrousel ODs by means of experimental or numerical 
simulation methods. The experimental measurements 
mainly focus on the single-phase fluid (water) characteristics, 
not containing the motion characteristics of gas phase. The 
numerical simulations mostly use a single-phase flow model 
to simulate the characteristics of single-phase fluid (water) 
flow. Nevertheless, these explorations laid the foundation for 
studying the liquid–gas two-phase flow fields in an OD.

Based on the above references [1–20], the purpose of this 
paper is to use CFD method to study liquid–gas two-phase 
flow fields in an Orbal OD. The numerical simulation was 
carried out according to the working conditions of the Orbal 
OD, by which the simulated longitudinal velocities at the 

measuring points along the representative measuring lines 
were obtained, and then were compared with the experimen-
tal ones to validate the reliability of the mathematical model. 
Finally, the possible sources of various errors in the calcula-
tion and experiment are also discussed and analyzed so as 
to beneficially improve the calculation and the measurement 
accuracy in the future.

2. Mathematical model

2.1. Governing equations

The unsteady incompressible time-averaged mass and 
momentum conservation equations can respectively be writ-
ten as follows [16,17]:
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where ρ is density; t is time; xi is the space coordinate in 
i-direction; p is pressure; μ is molecular kinematic viscosity, 
gi is the gravitational acceleration in i-direction; ui and ′ui  are 
the time-averaged and the fluctuating velocity components 
in i-direction, respectively; and the subscripts i, j = 1, 2, 3.

The term, − ′ ′ρuui j
, defined as Reynolds stress in Eq. (2), 

must be modeled. In all the two-equation turbulence models, 
the modeling approach of Reynolds stress always employs 
the Boussinesq hypothesis taking the turbulence as locally 
isotropic turbulence; therefore, the formula for the Reynolds 
stress can be written as follows[17]:
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where μt is the turbulent viscosity, and computed as a 
function of turbulent kinetic energy, k, and kinetic energy 
dissipation rate, ε [16,17]:
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where Cμ is a model constant with a value of 0.085.
The transport equations for k and ε in the renormalized 

group k–ε turbulence model are given as follows [16,17]:
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where σk, C2, and σε are empirical constants and have the values 
of 0.7179, 1.68, and 0.7179, respectively; and other parameters 
are as follows: C1 = 1.42–η(1–η/η0)/(1+βη3), η0 = 4.38, β = 0.015, 
η = Sk/ε, S = (2Si,jSi,j)1/2), and Si,j = (∂ui/∂xj+∂uj/∂xi)/2.

2.2. Simulation of water-free surface

Volume of fluid (VOF) method was used to simulate the 
water-free surface. The basic idea of the VOF method [16,17] 
is to determine and track the change of fluid surface accord-
ing to the ratio function, Fw(t, xi), of the fluid volume within 
a cell to the cell volume. For a calculation cell, Fw(t, xi) = 0 
means that there is no liquid in the cell; Fw(t, xi) = 1 means that 
the cell is fully filled with liquid; and 0 < Fw(t, xi) < 1 means 
that the cell is partially filled with liquid.

The interface between liquid and air is tracked by solving 
the equation of Fw(t, xi), which is written as follows [16,17]:
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where t is time; ui and xi(i = 1, 2, 3) are the velocity and 
coordinate components in i-direction, respectively.

After the use of VOF, ρ and μ are a function of Fw(t, xi), 
and can be expressed as follows [16,17,21]:

ρ ρ ρ= − +( )1 F Fa w � (8)
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where ρa and μa are the density and viscosity of air, 
respectively; and ρw and μw are the density and viscosity of 
water, respectively.

3. Experimental model and measurement method

The physical OD model with measured data from the 
study by Wei et al. [22] is used to validate the mathematical 
model. The OD model consists of two rectangular channels, 
two curved channels, and a surface aerator. The rectangular 
channel has a length of 243 cm; the radii of the walls of curved 
channels are 93.5 and 63.5 cm, respectively; and the channels 
have a width of 30 cm. The size of the model is shown in 
Fig. 1. The effective water depth in the OD is 22 cm, and the 
draft depth of the aerator is 6.3 cm. The surface aerator is 
composed of 12 discs, and is installed at 45 cm downstream 
of the link between the curved and straight channels. The 
shape of the surface aerator is shown in Fig. 2. Figs. 2(a) and 
(b) show the 3D geometry and the meshes for the surface 
aerator. The detail dimensions of the surface aerator are 
shown in Fig. 3. Fig. 3(a) shows that the length of the surface 
aerator is 0.22 m and that the distance between the nearby 
blades is 0.02 m, and Fig. 3(b) shows that the diameter of the 
surface aerator is 0.15 m.

The experiment was carried out by using an acoustic 
Doppler velocimeter made by the American company 
SonTek, San Diego, CA. The instrument can directly measure 
the instantaneous 3D velocities and turbulence parameters 
with a high measurement precision and also has smaller 
disturbance to the flow. It has easy operation and strong 
processing power. The three measurement sections down-
stream from the aerator is shown in Fig. 1(b), in which three 
vertical lines numbered as 1, 2, and 3, from the outside to 
inside of the OD, are arranged (in Fig. 4) for the analysis 
of velocity distribution. Along the three vertical lines, each 
distance between two nearby measuring points is about 1 cm.

30 120 60 90

Line 1
Outside Inside

Unit mm

Line 2 Line 3

Fig. 4. Vertical measuring lines in sections.

(a) (b)

Fig. 3. Detail dimensions of the surface aerator: (a) view from the 
top and (b) view from the side.

(a) (b)

Fig. 2. Geometry of the surface aerator: (a) 3D geometry and 
(b) grids for the 3D geometry.

(a)

450 275 800 105

Surface aerator

R=635

Location 3Location 2Location 1

R=935

Unit mm
800

(b)

Fig. 1. Schematic diagram of the Orbal OD: (a) 3D computational 
domain and (b) detail dimensions of the Orbal OD.
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4. Computational region and grid generation

The grid of the computational region uses a structured 
one. Compared with the size of the whole computational 
region, the thickness of the aerator is much small; therefore, 
the aeration disk is taken as an infinite thin one, and the mesh 
near the aerator is refined for the improvement of the grid 
quality. The total grid number is 210,600. The 3D grid of the 
3D region is shown in Fig. 5(a), and the two-dimensional grid 
from top view is shown in Fig. 5(b). The computational mesh 
independence was discussed in Section 7.3.

5. Initial conditions and boundary conditions

The initial water depth is 0.22 m, and velocity is zero. The 
relative pressure value, 0, is given as the boundary condition 
for the top surface of the calculation model, and the wall 
function is taken as the boundary condition at the solid walls. 
The multi-reference frame model is adopted to simulate the 
aerator with a rotational speed of 198 rpm. The free water 
surface is captured by the VOF method. The time step is 
0.005 s. The process of numerical calculation is achieved by 
an iterative method. Therefore, the calculation convergence 
criterion is that the absolute value of the maximum difference 
between the calculated values of the two adjacent iterations 
for the physical quantities is less than 10–4.

6. Analysis of results

6.1. Analysis of the simulated gas–liquid surface

The simulated gas–liquid surface (water surface) in the 
OD is shown Fig. 6, from which it can be seen that the water 
surface in the straight channels is almost a plane, while in the 
bend channels is a curved surface; the water surface is higher 
outside than inner side of the bends. This phenomenon is 
mainly caused by the centrifugal force acting on the fluid 
when the flow passes through the bends. Besides, the rotation 

of the surface aerator takes some water with it because of 
the viscosity of water.

6.2. Analysis of the simulated velocity, streamline, and turbulent 
kinetic energy in the three horizontal planes

The simulated velocity and streamline charts in the three 
horizontal planes, respectively, through the vertical coordi-
nate points z = 0.14 m, z = 0.11 m, and z = 0.02 m, are shown 
in Fig. 7, and the simulated turbulent kinetic energy is shown 
in Fig. 8. It can be seen from Fig. 7 that the velocity in the 
horizontal plane close to the surface aerator is maximum, in 
the middle plane the second, and near the ditch bottom the 
smallest, and the distributions of the turbulent kinetic energy 
in the three horizontal planes have the same law, that is, the 
upper is maximum, the middle the second, and the lower 
the smallest. The cause of flow motion is that the rotation 
of the surface aerator makes the water contacting it to move 
by the viscosity of water, and the driven water makes the near 
water to move so that the total water under the surface aer-
ator moves. This velocity distribution can be explained from 
the angle of water energy loss, in vertical direction, the far-
ther the point to the surface aerator is, the smaller is the flow 
velocity at the point. The change of turbulence kinetic energy 
in Fig. 8 corresponds to that of velocity in Fig. 7; the bigger 
the velocity is, the bigger is the corresponding turbulence 
kinetic energy.

6.3. Analysis of the velocity distribution along vertical lines

The experimental values along the representative mea-
suring lines in the three cross sections (in Fig. 1(b)) under 
the working condition were compared with the numerically 
simulated velocities to validate this mathematical model. The 
three representative cross sections with vertical lines num-
bered from outer to inner side as Line 1–Line 3 are selected 
(in Fig. 4).

Fig. 9 shows the comparisons of velocity distributions 
along the three vertical lines in the three cross sections 
between the experimental values and simulated ones, 
in which the transverse coordinate shows the relative 

(a) (b)

Fig. 5. Grid of computational domain: (a) 3D grid and (b) 2D grid 
from top view.

Fig. 6. 3D diagram of the simulated gas–liquid surface (water 
surface) in the OD.

(a) (b)

(c)

Fig. 7. Simulated velocity and streamline in the three horizontal 
planes: (a) z = 0.14, (b) z = 0.11 m, and (c) z = 0.02 m.
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velocity, u/v, where u is the longitudinal velocity (in flowing 
direction) at a point along a vertical measuring line, v is the 
depth-averaged velocity along the vertical measuring line, 
and computed by (v

H
u z

H
= ∫
1

0
d ), where H is the total water 

depth of the OD; and the longitudinal coordinate shows the 
relative vertical distance, z/H, where z is the distance from 

the point to the ditch bottom in vertical direction, and H is 
the water depth.

The comparisons between the simulated longitudinal 
velocities and the experimental ones are in good agreement. 
But in the area near the water surface, especially closer to 
the aerator in Cross section 1, the simulated velocity values 
have a slight difference with the measured ones, the reason of 
which is that the rotating aerator makes its nearby fluid run 
much faster as if the upper part of the coming uniform flow 
was made like a turbulent jet in a straight channel down-
stream of the rotating aerator, and the turbulent jet forms a 
much mixed turbulent flow resulting in a difference between 
the simulated longitudinal velocities and the experimental 
ones near the water surface. In addition, for the improvement 
of the computational grid quality, the aeration disk is taken 
as an infinite thin one diffident from the actual aeration disk, 
which may also result in a certain error in the calculation.

6.4. Analysis of the velocity distributions along horizontal lines

Fig. 10 shows the comparisons of the simulated 
longitudinal velocity distributions with the experimental 
ones along each measuring line in the three cross sections 
of Location 1–Location 3, in which the horizontal coordinate 
shows the relative distance, l/B, where l is the distance from 
a measuring point to the outside wall of the ditch, and B 
is the width of the ditch; and the longitudinal coordinate 
shows the relative velocity, u/v, where u is the longitudinal 
velocity (in flowing direction) at a point corresponding to 
horizontal line, z/H, and vertical line, l/B, in a cross section, 
and v is the depth-averaged velocity along a vertical 
measuring line, l/B, of the cross section. The three relative 
heights of z/H along the vertical measuring lines in the three 
cross sections are 0.25, 0.50, and 0.75, respectively, where z 
is the distance from the point to ditch bottom, and H is the 
total water depth.

The comparisons between the simulated longitudinal 
velocities and the experimental ones show a good agreement. 
With the mixed turbulent jet flow, the velocity difference 
along the horizontal measuring lines, z/H, in Cross section 
1 is larger, especially at the outer side (side with smaller l/B) 
and the inner side (side with larger l/B); besides, the distribu-
tions of velocity is much non-uniform owing to Cross section 
1 being nearer to the bend outflow. Compared with Cross 
section 1, the velocity distribution along z/H horizontal mea-
suring lines in Cross section 2 is more relatively uniform, and 
in Cross section 3 much more uniform, which results from 
cross sections 2 and 3 being farther and farther away from the 
bend outflow and the straight open channel making flows 
become more and more uniform. It is also seen that the veloc-
ity distributions along the z/H horizontal measuring lines in 
the three cross sections are obviously non-uniform in vertical 
direction, and the most non-uniform appears at z/H = 0.75 
(near water surface), while the most uniform at z/H = 0.25 
(near ditch bottom).

In addition, Cross section 1 is nearest to the bend and the 
aeration disk, so the upstream coming flow mostly influences 
the distribution of velocity in Cross section 1, and its influ-
ence on cross sections 2 and 3 gradually weakens; therefore, 
the velocity difference between the inside and outside of 
cross sections 2 and 3 is small.

(a) (b)

(c)

Fig. 8. Simulation turbulent kinetic energy in the three horizontal 
planes: (a) z = 0.14, (b) z = 0.11 m, and (c) z = 0.02 m.

Fig. 9. Comparisons of longitudinal velocities between the 
simulated and experimental ones along vertical measuring lines.
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7. Discussions

7.1. Qualitative analysis of possible sources of various errors

The possible sources of various errors in the calculation 
and experiment are analyzed as follows so as to beneficially 
improve the calculation and measurement accuracy in the 
future.

Mathematical models produce errors. Whether the 
selected mathematical model can well describe the problem 
or not is a key factor. In this paper, the proposed mathemati-
cal model can well describe streamline bend flows; therefore, 
it can well solve the flow fields in an Orbal OD. Sometimes, 
physical models are often simplified locally in calculation so 
as to improve the grid quality, but this may produce errors. 
In this calculation, compared with the size of the whole com-
puted area, the thickness of the aerator is much small; there-
fore, the simulated aeration disk is taken as an infinite thin 
one, but this may produce errors.

Numerical errors are often divided into two kinds, such 
as truncation error and rounding error. If the boundary con-
dition is not a Dirichlet case, then the boundary condition 
is discretized in the solution to differential equations, so an 
additional truncation error (boundary truncation error) is 
introduced. From this point, the order of the total discrete 
error should be of the lowest order of the truncation error. 
In the solution method of differential equations, especially 
for iterative solution method, rounding error is also intro-
duced, which is due to the restriction of the counting length 
of the computer. The influence of space and time steps on 
the discrete truncation error is contrary to that on rounding 
errors. The discrete truncation error decreases as the step size 
decreases, while rounding error generally increases with step 
size. Therefore, we should draw a conclusion that reducing 
the step size will improve the computational accuracy.

7.2. MAE analysis of specific data of errors between the simulated 
velocities and experimental ones

In statistics, the mean absolute error (MAE) is a quantity 
used to measure how close forecasts or predictions are to the 
eventual outcomes. The MAE is an average of the absolute 
errors, and given by

MAE =
=
∑1

1N
ei

i

N

� (10)

where e f yi i i= −  is an absolute error, fi is a simulated value, 
and yi is an experimental one.

According to Eq. (10), the MAE for each line in the three 
cross sections can be computed, as shown in Table 1. It is 
known from Table 1 that the computed MAE for Line 1 in 
the three cross sections is bigger than that of other two lines, 
which shows that the simulated velocities (u/v) and experi-
mental ones for Line 1 in the three cross sections have a poor 
agreement, while for Lines 2 and 3 a better agreement. The 
analysis results are consistent with the display of Fig. 9.

The specific data of errors between the simulated veloc-
ities (u/v) and experimental ones for each vertical line in the 
three cross sections are shown in Table 2, from which it is 
known that, in Cross section 1, the relative maximum error 
percentage is 10.43% at a point in Line 1; in Cross section 2, 
14.58% at a point in Line 1; and in Cross section 3, 8.11%, also 
at a point in Line 1. This appearance corresponds to the case 
of Table 1, showing that the specific data of errors between 
the simulated velocities and experimental ones have a serious 
influence on the value of MAE. Totally speaking, the simu-
lated velocities and experimental ones at the most of measur-
ing points in the three cross sections have a good agreement, 

Fig. 10. Comparisons of the longitudinal velocity between the simulated and experimental ones along z/H measuring lines.
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but at a few points have a bigger difference; therefore, at the 
points with a bigger difference the experimental values may 
have a mistake.

7.3. Quantitative analysis of simulations with different 
grid densities

The simulations with different grid densities named as 
Grid 1, Grid 2, Grid 3, and Grid 4 have been performed. The 
grids 1, 2, 3, and 4 have 177,846, 197,632, 210,600, and 231,606 
meshes, respectively, among which the computational mesh 
independence has been done to meet the requirement of the 
numerical simulation. Under the same initial and boundary 
conditions, the flow fields for the OD of grids 1, 2, 3, and 4 
are, respectively, simulated, and the velocity components in 
x-direction along the vertical line at a point 120 mm down-
stream from Cross section 3 are displayed in Fig. 11, which 
shows that the simulated results of grids 3 and 4 are nearly 
the same, and greater than those of grids 1 and 2. The good 
agreement between grids 3 and 4 validates that the Grid 3 
with 210,600 meshes is an independent one.

7.4. Comparison of the typical Reynolds numbers between 
the model and its prototype

The dimensions of the model are much smaller than 
the full-scale OD, so it is essential to compare the typical 
Reynolds number from the industrial reactor with the one 
in this work.

In the OD model, the OD model has a width of 30 cm, the 
effective water depth is 22 cm in the straight channel, and the 
average velocity over Cross section 3 is 0.03589 m/s; while in 
the OD prototype, the OD has a width of 7.5 m, the effective 
water depth is 5.5 m in the straight channel, and the average 
velocity over Cross section 3 is 0.17945 m/s. The hydraulic 
radius is defined as Rh = A/P, where A is the cross-sectional 
area of the flowing fluid, and P is the wetted perimeter, that 
the portion of the perimeter of the cross section where the 
fluid contacts the solid boundary, and therefore where friction 

resistance is exerted on the flowing fluid. The Reynolds num-
ber is defined as Re = vRh/v, where v = 1.792 × 10–6 m2 s–1 is 
the water kinematic viscosity. According to this formula for 
computing Reynolds number, the typical Reynolds numbers 
from the industrial reactor and the one in this work over 
Cross section 3 of the channel are 223,281 and 1,786.3, respec-
tively, from which it is known that the flows in the model 
and its prototype are both turbulent because of their typical 
Reynolds numbers being both greater than 500 [23].

8. Conclusions

The numerical simulation was carried out according to 
the working conditions of an Orbal OD, and the simulated 
longitudinal velocities at measuring points along represen-
tative measuring lines were obtained. The simulated longitu-
dinal velocities are in good agreement with the experimental 
ones, which validates that the mathematical model and the 
solution method can well solve the flow fields in an Orbal 
OD. Therefore, the mathematical model can provide an effec-
tive method in studying the hydraulics of Orbal ODs.

In the three cross sections, the maximum relative error 
percentage, 14.58%, between the simulated velocities and 

Table 1
Mean absolute error (MAE) of velocities (u/v) for each line in the three cross sections

Number of cross sections Location 1 Location 2 Location 3

Number of lines in cross sections Line 1 Line 2 Line 3 Line 1 Line 2 Line 3 Line 1 Line 2 Line 3

Computed MAE for each line 0.0963 0.0838 0.0894 0.0991 0.0752 0.0885 0.1209 0.0674 0.0691

Table 2
Specific data of errors between the simulated velocities (u/v) and experimental velocities along each line in the three cross sections

Number of cross section Location 1 Location 2 Location 3

Number of lines in cross sections Line 1 Line 2 Line 3 Line 1 Line 2 Line 3 Line 1 Line 2 Line 3

Specific datum of maximum errors 0.2124 0.1239 0.1947 0.2727 0.2727 0.1818 0.2637 0.1319 0.1319

Relative maximum error percentage (%) 10.13 4.78 10.43 14.58 14.39 13.79 8.11 3.77 4.26

Specific datum of minimum errors 0.0177 0.0177 0.0177 0.0454 0.0227 0.0454 0.0220 0.0220 0.0220

Relative minimum error percentage (%) 0.99 0.66 1.21 3.03 2.85 5.26 0.81 0.81 0.84

Fig. 11. Comparisons of the velocity components in x-direction 
along a vertical line for the four kinds of grid.
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experimental ones corresponds to the value of MAE, which 
shows that the specific data of errors between the simulated 
velocities and experimental ones have a serious influence on 
the value of MAE. In addition, the possible sources of various 
errors in the calculation and experiment are analyzed so as 
to beneficially improve the calculation and the measurement 
accuracy in the future.

In further study, based on the research work, gas–liquid–
solid flow fields will be studied in the numerical simulation 
of Orbal ODs.
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Symbols

B	 —	 Width of the straight channel in OD, m
Cμ	 —	� Model parameter in Eq. (4) with a value of 

0.085
C1	 —	 Model parameter in Eq. (6)
C2	 —	� Model parameter in Eq. (6) with a value of 1.68
Fw	 —	� The ratio of fluid volume within a cell to the 

cell volume
gi	 —	� Gravitational acceleration in i-direction, i = 1, 

2, 3, m/s2

H	 —	 The water depth, m
k	 —	 Turbulent kinetic energy, m2/s2

p	 —	 Pressure, kg/m×s2

Gk	 —	 Production term in Eqs. (5) and (6)
R	 —	 Radius of bends, m
S	 —	 Parameter for computing C1
Si,j	 —	 Parameter for computing C1
t	 —	 Time, s
ui	 —	� Velocity component in i-direction, i = 1, 2, 

3, m/s
′ui 	 —	� Fluctuating velocity component in i-direction, 

i = 1, 2, 3, m/s
xi	 —	 Space coordinate in i-direction, i = 1, 2, 3, m
3D	 —	 Three-dimensional
COD	 —	 Chemical oxygen demand
CFD	 —	 Computational fluid dynamics
DO	 —	 Dissolved oxygen
OD	 —	 Oxidation ditch
VOF	 —	 Volume of fluid

Greeks

β	 —	 A constant of 0.015 for computing C1
δij	 —	� Kronecker function in Eq. (3), δij = 1 with i = j, 

and δij = 0 with i ≠ j
ε	 —	 Kinetic energy dissipation rate, m2/s3
η	 —	 Parameter for computing C1
η0	 —	 Constant of 4.38 for computing C1
μ	 —	 Molecular kinematic viscosity, kg/(m×s)
μt	 —	 Turbulent viscosity, kg/(m×s)

ρ	 —	 Density, kg/m3

σk	 —	� Model parameter in Eq. (5) with a value of 
0.7197

σε	 —	� Model parameter in Eq. (6) with a value of 
0.7197

Subscripts

i,j	 —	 Direction, i = 1, 2, and 3; j = 1, 2, and 3
t	 —	 Turbulence
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