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a b s t r a c t

There are many reactors that operate under non-steady state flow conditions, particularly in water 
supply and wastewater treatment systems. Knowledge concerning hydrodynamics of reactors is fun-
damental for their design and operation, however under non-steady state conditions, methods to 
evaluate hydrodynamic conditions use complex models and are difficult to apply on a daily basis. 
Consequently, when evaluating reactors, many engineers and technicians use conventional methods 
developed for steady-state conditions, which is a conceptual error that could lead to inconsistent 
results. To partially overcome this difficulty, a computational procedure established for hydrody-
namic evaluation of reactors is presented in this paper under a non-steady flow, using the continuous 
stirred-tank reactor (N-CSTR) model. Moreover, the Vensim 6.3 software from Ventana Systems was 
used. After conducting experiments using the saline tracer, as well as calibrating and validating the 
model with experimental results, it was observed that the procedure is suitable for predicting the 
hydrodynamic behavior of reactors under non-steady state conditions with sinusoidal flow rate, for 
which it was tested.
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1. Introduction

Biochemical and chemical reactor designs show an 
understanding of the hydraulic transport of materials and 
the biochemical and chemical reactions which take place 
within the reactor. The first component (hydraulic trans-
port) defines the hydrodynamic behavior of the system 
and is characterized essentially by physical factors such 
as the geometry of the reactor, length, width and depth 
ratio, ways of distributing feeders, the flow velocity and 
the degree of mixing. The second component (biochemical 
and chemical reactions) is governed by the reaction kinetics, 

reagent concentration in the case of chemical reactions and 
by affinity between the substrate and biomass in the case 
of biochemical reactions. Meeting the objectives concerning 
the reactor design depends on the inter-relation between 
these components. The hydrodynamic variable could inter-
fere significantly in the efficiency of the system as it has a 
direct influence on the performance of the reactions.

Hydrodynamic characterization is performed to iden-
tify the existing anomalies in reactor flows, as well as to pro-
vide data to verify if the flow is developing according to the 
design aspects of the reactor design. One of the main hydro-
dynamic aspects analyzed is the degree of mixing, which is 
intended to demonstrate if the flow pattern determines a 
complete mixing or plug flow regime [1]. This aspect can be 
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characterized by parameters as the dispersion number (d), 
which is the inverse of the Péclet number (d = Pé

–1), and the 
continuous stirred-tank reactor (N-CSTR) model [2–5].

Hydrodynamic characterization procedures should be 
carried out during the normal operation of the reactors. 
There are reactors that operate under a non-steady state 
flow regime, in addition to those that undergo intermittent 
operations that include periods of starting and stopping 
operations due to maintenance and seasonality of the reac-
tor’s operation [6–9].

The mathematical model to be applied in the analysis 
must be compatible with the flow and operation of the reac-
tor. This may cause some difficulties when handling the 
data for non-steady state flows, because for these conditions 
two transient and simultaneous situations must be charac-
terized, which are: i) the conservative tracer mass transport, 
and ii) the transient behavior or non-steady state flow. 

Thus, due to these difficulties, by and large, the appli-
cation of a developed mathematical model considering the 
hypothesis of a steady state regime is conducted [10–12] for 
any situation, even if this implies incompatibility between 
the real situation and the mathematical model chosen. In this 
paper, the errors found in such situations were accounted 
for and the error reduction was also verified after applying 
a new mathematical model, which is compatible with the 
non-steady flow regime, and was developed according to 
the procedures presented here.

Based on injecting an inert tracer inside a reactor in 
operation, Danckwerts [10] showed a way of determining 
the hydraulic residence time distribution. Levenspiel [12] 
used a methodology to analyze the experimental results 
obtained from reactors which operate under steady state 
flow conditions. These methodologies are considered con-
ventional and are often used to evaluate the hydrodynamic 
performance of reactors. However, they are not suitable for 
reactors that are operated under non-steady state flow con-
ditions [6–9,13–17], and therefore there is a need to develop 
new procedures and models that are attractive and appro-
priate for these situations. 

Some authors have made advances in terms of hydro-
dynamic flow analysis in reactors, which operate under 
non-steady state flow conditions[18–22]. As computer and 
data processors are continuously being developed, existing 
models can be improved or new models can be made with 
new interfaces, which use robust numerical models to solve 
differential equations found in these situations.

Considering the occurrence of the two transient and 
simultaneous situations that occur during the tracer tests 
(tracer plume transport and non-steady state flow regime), 
there is a development of a complex event from the physi-
cal and mathematical point of view and its modeling refers 
to a system of differential equations whereby its solution 
requires familiarization with numerical techniques and 
computational programming. Depending on the condi-
tion, a specialist in numerical methods may be required 
[23]. A more practical alternative is to use computational 
packages, called software tools that automatically integrate 
differential equations using calculation routines [23], such 
as Stella [24] (Isee systems, Inc., 2018), MATLAB/Simulink 
[25] (The MathWorks, Inc. 2018) and Vensim [26] (Ventana 
Systems, Inc. 2018) [27]. All these packages have a graph-
ical user interface (GUI), which can construct and manip-

ulate models more easily and faster, when compared to 
conventional programming, which requires directly devel-
oping algorithms.

Although all of these software tools are sufficiently 
effective in quantitative environmental modelling, selecting 
a particular software tool may depend on a number of fac-
tors [27]. The Vensim software was chosen due to the fact 
that the authors have expertise in this area, it has a user-
friendly interface, it is free and it provides a simple way to 
construct models using stock and rate diagrams. The oper-
ating and construction mode of the models are essentially 
based on the principle of quantity conservation, including 
mass and energy. It is suitable software for dynamic sys-
tems that involve solving systems of linear and non-linear 
equations. Due to these characteristics, it has been used in 
a wide range of research areas, including transport and 
dispersion of pollutants in soil, water and air [28–31], the 
flow of macro-nutrients [32,33], hydrological simulations 
[34–36], and planning water supply sources [37–40].

This paper presents a computational procedure 
designed for hydrodynamic evaluation of reactors, which 
operate under non-steady state flow conditions, aiming to 
support water and wastewater treatment system analyses 
and forecasts.

2. Materials and methods

2.1. Theoretical background

Mathematical models for hydrodynamic evaluation of 
reactors can be developed by observing the response curve 
of the reactor after injecting a tracer. The response curve is 
an empirical representation of the tracer mass transport in 
the cross section of interest and the response is provided by 
the system due to the tracer dispersion phenomenon in the 
fluid medium. This type of dispersion can be considered as 
a composition between the lateral mixture (radial disper-
sion), where mainly the molecular and turbulent diffusions 
are active [41], and the longitudinal mixture (axial disper-
sion), which is caused mainly by the velocity gradient of 
the flow [42]. When a flow is represented by the continuous 
stirred-tank reactor (N−CSTR), it is assumed that the lat-
eral mixing is fully developed, and the longitudinal mixing 
(DL) becomes the main target to be characterized, so that its 
intensity is inversely proportional to the number of virtual 
reactors (N) in series, thus DL α N–1.

In various situations, longitudinal mixing is character-
ized by a single parameter, the “longitudinal dispersion coef-
ficient”, DL, which has a surface area dimension per unit time 
[L2.T–1]. DL can be influenced by quantities such as molec-
ular diffusivity (Dm), the Péclet number (Pé), the Reynolds 
number (Re) and the Schmidt number (Sc) [1,43–45]. DL can 
be obtained using the advection-dispersion equation (ADE) 
[1,46], having the experimental data of the tracer mass con-
centration variation over time and space, and sampling in 
two sections of interest of the control volume, with subse-
quent adjustment of the equation to the experimental data, 
assuming DL as the governing variable of the adjustment. 

An alternative way of using the longitudinal dispersion 
coefficient is having knowledge about the E curve, as well 
as using the N-CSTR model. In this case, the tracer mass 
concentration needs to be obtained experimentally in the 



D.J.L. Costa et al. / Desalination and Water Treatment 134 (2018) 30–4132

reactor only over time and in only one section of interest. 
After injecting the pulse shape, the response curve or age 
distribution of tracer output, E curve [T–1], can be obtained 
by the following relation [10,12]
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where Cpulse is the tracer concentration during transport in 
the section of interest after pulse injection [M·L–3],  M is the 
injected tracer mass [M], and Q is the flow rate [L3·T–1].

Using mass balance, the tracer concentration (C) over 
time (t), in a continuous flow reactor and with complete 
mixing hypothesis, is obtained by the following relation
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where V is the reactor volume [L3], C’ is the tracer concentra-
tion inside the reactor [M·L–3], t  is the theoretical hydraulic 
retention time of the reactor [T].

The E curve distribution can be normalized so that the 
area under the curve is unity, therefore
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The E curve normalized in the dimensionless time, 
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 is called the Eθ curve, and it a dimensionless 

response curve, as follows 

E tEθ =  (4)

where t  is the actual or experimental hydraulic retention 
time of the reactor. When the N−CSTR model is used, t  
consists of the multiplication between the number of vir-
tual reactors in series (N) and the hydraulic retention time 
in each reactor. If all the virtual reactors had equal volumes, 
it follows that 

t Nti=  (5)

where ti  corresponds to the average hydraulic retention 
time in each virtual reactor inside the actual reactor. After 
Cpulse has been obtained experimentally, the response curve 
Eθ and the variable N, can be obtained using the following 
expression [11]
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The determination of the number of virtual reactors 
in series (N), can be obtained using a least-squares fitting 
approach.

2.2. Flow regime and model development

The numerical simulations were performed using the 
Vensim 6.3 from Ventana Systems, Inc. [26]. The simulation 
model is based on using of the continuous stirred-tank reac-
tor (N-CSTR) model for the flow behavior standard, where 
N is the number of reactors. 

In this model, the simulations for mass transport are 
carried out considering the hypothesis of existence of axial 
dispersion and the absence of radial dispersion (fully devel-
oped) and viscous effects of the fluid. In order to study the 
non-steady state flow regime, a cyclic sinusoidal flow rate 
was applied, as defined by Eq. (7).
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where Q  is the mean flow rate [L3·T–1], Qa is the flow rate 
amplitude [L3·T–1], t is an instant of time [T] and Tp is the 
oscillation period [T].

Considering a non-steady state flow regime with the 
flow velocity towards x varying according to Eq. (7) and 
the cross section area (Ac) of the reactor being uniform, for 
a fluid that flows in and out of the first reactor N1, the con-
centration (C) is C1, instantaneously reached after the tracer 
is injected, as it is an ideal stirred tank reactor. After the 
instantaneous tracer pulse its mass balance becomes
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where V is the volume of the reactor [L3].
For the second reactor, the mass balance results in
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The general equation of the mass balance for each one of 
the following n reactors is 
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To solve the problem, Eqs. (8)–(10) should be solved 
together, forming a system of differential equations as 
 follows

dC
dt

f C C C
reactor

n






= …( )
1

1 1 2, , ,  (11)

dC
dt

f C C C
reactor

n






= …( )
2

2 1 2, , ,  (12)

dC
dt

f C C C
reactor n

nn






= …( )1 2, , ,  (13)

The solution of this system of equations requires the ini-
tial conditions of concentration (C1) to be known. As practi-
cal restrictions prevent the experiment from corresponding 
exactly to the theoretical model, the value of C1 was obtained 
from the model calibration step. The solution of this system 
of equations can be obtained by using numerical integra-
tion methods. The Vensim 6.3 software offers two numeri-
cal integration techniques: the Euler (RK1) method and the 
Runge-Kutta method of the 4th order (RK4). The RK4 pres-
ents a relative percentage error which is significantly less 
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than that presented by RK1 [47], therefore it was chosen to 
solve the differential equations used in this study. 

The Vensim 6.3 provides a simple way to construct 
models using stock and rate diagrams. The operating and 
construction mode of the models were essentially based 
on the principle of mass conservation from a macroscopic 
point of view or control volumes.

In Fig. 1, a schematic representation can be seen of a 
stock and rate diagram showing the input and output rate 
of mass for a sodium chloride tracer (NaCl). The stocks are 
represented by rectangles and the input and output rates 
are represented by arrows that show the flow direction. The 
valves control the input and output rates. The stocks are 
also called integrals, while the rates are the derivatives.

Two platforms were created using an arrangement of 
stirred tank reactors in series, each represented by a rect-
angle. The first platform, called Platform 1, was created for 
simulations with a number of continuous stirred-tank reac-
tors under a steady-state flow regime (N-CSTR SS) and the 
second platform, Platform 2, was created for simulations 
with a number of continuous stirred-tank reactors under a 
non-steady state flow regime and with the possibility of by 
pass flow (N-CSTR NSS-b), as can be seen in Figs. 2 and 3.

In Figs. 2 and 3, N refers to the last reactor of the simu-
lation. In the software all the stirred tank reactors must be 
created to simulate the flow. In the simulations used with 

Platform 2, a 10% fraction of the inflow reactor for the by 
pass was adopted.

2.3. Experimental apparatus

The experiments were carried out using three polyvi-
nyl chloride (PVC) tubular reactors positioned horizon-
tally with the following dimensions: internal diameter (∅) 
of 4.8 cm, longitudinal length of 48 cm, which results in 
closed-closed conditions in a flow pattern at the boundaries. 
Reactor 1 was not packed and its working volume (volume 
occupied by the flow fluid) resulted in 869 mL; reactor 2 
was packed with glass beads (silicon carbide) of an average 
diameter (∅) of 4.4 mm (large glass beads) and resulted in 
a working volume of 290 mL. Finally, reactor 3 was packed 
with glass beads having an average diameter (∅) of 2.4 mm 
(small glass beads), reaching a working volume of 255 mL. 
A Grundfos dosing pump (DDA 7.5 L·h–1) was used coupled 
to a programmable sinusoidal signal generator for flow rate 
variation. The reactors were fed with distilled water and 
sodium chloride (NaCl) was used as a tracer. The tracer was 
injected as an instantaneous pulse. The data was collected 
using a portable conductivity meter, with a resolution of up 
to 0.05 mg. L–1 of total dissolved solids (TDS). A diagram of 
the experimental apparatus is shown in Fig. 4.  

Fig. 1. Schematic representation of a stock and rate diagram showing the input and output for the NaCl tracer as used by Vensim 6.3.

Fig. 4. Experimental apparatus. 1: inflow; 2: hydraulic pump; 3: programmable logic controller; 4: reactors (one reactor not packed, 
and two reactors packed); 5: tracer pulse; 6: conductivity meter; and 7: outflow.

Fig. 2. Platform 1: Steady state flow and N continuous stirred-tank reactors (N-CSTR SS model).

Fig. 3. Platform 2: Non-steady state flow with by pass and N continuous stirred-tank reactors (N-CSTR NSS-b model).
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As the aim of this research was to carry out an evalua-
tion of the response curve (Eθ) of the reactor after injecting 
the tracer. The experiments were conducted in an abiotic, 
not reactive environment, resulting in an evaluation which 
was purely hydrodynamic.

The non-steady state regime with cyclic sinusoidal 
oscillation of flow rate adopted in this work is an idealized 
approximation of the typical hydrograph of wastewater 
treatment systems [48]. Table 1 shows a summary of the 
experimental conditions.

2.4. Experimental design

The hydrodynamic evaluations were carried out under 
steady-state and non-steady state flow regimes. The model 
was calibrated under a steady state regime and was vali-
dated under a non-steady state regime.

The calibration step defined the number N of continu-
ous stirred-tank reactors obtained from the experimental 
results. After obtaining N, numerical simulations were per-
formed in non-steady state flow regime, and therefore these 
numerical results were compared with the results from the 
real data and for the same experimental conditions. This 
last step was the validation.

The hydraulic conditions were as follows: mean hydrau-
lic retention time ( t ) of 10, 20 and 40 min; steady-state flow 
regime; and non-steady state flow regime. The steady-state 
flow regime was applied to two amplitude values, which 
were: i) 80% of flow rate variation in relation to the mean 
flow rate (Qa = 0.8) and ii) 40% of flow rate variation in rela-
tion to the mean flow rate (Qa = 0.4). In total, 52 experiments 
were carried out.

It was not possible to perform any experiments in reac-
tor 1 under a non-steady state flow regime using a cyclic 
sinusoidal variation of 80% (Qa = 0.8) and t  = 10 min, as 
it would be necessary to reach a flow rate above the maxi-
mum capacity of the hydraulic pump that was used.

3. Results and discussion

Considering the 52 experiments carried out, in this 
paper some of the experimental results will be presented 
only through the Eθ curves. All results can be fully observed 
in Costa [49].

3.1. Eθ curves under a non-steady and steady-state regime

The graphs showing the results present the Eθ curve 
together with the dimensionless flow rate (Qθ). The dimen-

sionless flow rate refers to the real flow rate divided by the 
mean flow rate ( Q ). For the flows under a steady-state 
regime, the dimensionless flow rate is equal to 1. For the 
flows under a non-steady state regime, the dimensionless 
flow rate oscillates in a cyclic sinusoidal way around value 
1. The flow rate oscillation is defined by amplitude (Qa) 
and its period (Tp), which was established as being equal 
to the mean hydraulic retention time of experiment ( t ). 
The dimensionless time values are presented on the x-axis, 
which refers to the real time divided by the mean hydraulic 
retention time. 

The Eθ curves obtained from the experiments carried 
out in the reactors packed with glass beads (reactors 2 
and 3) show a different behavior from reactor 1. In Fig. 5, 
the Eθ curves obtained from experiments 1, 18, 24 and 36, 
respectively are presented, which were carried out under 
a steady-state. It can be observed that except for the initial 
concentration of the tracer shown by a circle in Figs. 5b, c 
and d (experiments 18, 24 and 32, respectively), there is a 
symmetry of the curves in the regions that precede and fol-
low θ = 1. This shows that in these cases throughout the 
flow, the spread of the tracer in relation to its mass center 
took place more uniformly, and the dominant spreading 
mechanism is the advection with dispersion [50]. This is a 
typical behavior of plug flow reactors which usually have a 
relatively high Péclet number (Pé) [51]. 

On the contrary, in the Eθ curve in Fig. 5a (experiment 1), 
it can be observed that a significant amount of the tracer is 
detected relatively quickly in the output of the reactor fol-
lowed by a slow drop in its concentration over time. In this 
case, the spreading tracer in relation to its mass center took 
place less uniformly, and the dominant spreading mecha-
nism is the diffusion [50]. This is typical behavior of stirred 
tank flows, which have a relatively low Péclet number (Pé) 
[51].

The main feature that defined the dominant spreading 
mechanism of tracer was the packed media. The packing 
media with glass beads (in experiments 18, 24 and 32) cre-
ates a typical porous media, whereby in these conditions 
the advection with dispersion dominates the solute spread-
ing, unless the flow velocity is slow or zero [50]. 

The circles presented in Figs. 5b, c and d, highlight in 
the Eθ curve the region in which a part of the tracer trav-
els along the reactors at a velocity higher than the average. 
This effect is important from the phenomenological point 
of view of mass transference in reactors with this geometric 
arrangement and this type of packing media, as it shows the 
formation of preferential paths, which result in the partial 
anticipation of tracer output from the reactor. As the glass 
beads have a spherical shape when they are inside the reac-

Table 1
Summary of the experimental conditions

Reactor Packing media Working volume (mL) Flow rate conditions Hydraulic retention time (min)

1 None 869 1. Steady-state and
2. Non-steady state: varying 
sinusoidal with 0.4 Q  and 0.8 Q  
amplitudes 

10, 20 and 30
2 Glass beads  

∅ 4.4 mm 
290

3 Glass beads  
∅ 2.4 mm 

255

Note: all reactors had a length of 48 cm and an internal diameter (∅) of 4.8 cm. 
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tor, they form interstices through which the fluid flows, so 
that on adjacent sides of the reactor´s walls these spaces are 
larger than those in other regions. This arrangement of the 
glass beads forms a peripheral area, which has more poros-
ity or voids, as can be seen in Figs. 6a and c. A theoretical 
model of the velocity field is shown in Fig. 6b.

The heterogeneity of porosity in the cross section area of 
the reactor, characterized by an increased quantity of voids 
adjacent to the wall, causes a change in the flow known as 
the wall effect, which in some cases results in a by pass flow 
[52,53]. As the flow velocity is proportional to the porosity, 
the wall effect is responsible for the preferential flow close 
to the reactor boundary. 

In Fig. 7, the Eθ curves presented were obtained from 
experiments 8, 15, 21 and 38, respectively, which were 
carried out under a non-steady flow rate. The behavior of 
the dimension less flow under a non-steady regime is pre-
sented with these figures. It can be observed that there is a 
significant difference in the behavior of the tracer out put 
in experiments 8 and 15 in relation to experiments 21 and 
38, which is caused by the difference between the packing 
media of these reactors. It can be noted that in experiments 
8 and 15 (Figs. 7a and b, respectively) that several peaks 
on the saline tracer concentrations appear. This takes place 
because the dominant spreading mechanism of the tracer 
is the diffusion while performing these experiments and 
2-CSTR are found for both.

In experiments 21 and 38, carried out in reactors 2 and 
3, respectively, the same effect of part of the advancing bulk 

flow shown in experiments 18, 24 and 36 (Figs. 5b, c and 
d) can be observed (Figs. 7c and d), demonstrating that in 
these cases preferential paths occurred. For experimental 
conditions of this work, under a non-steady state regime, 
it can be observed that the flow through a porous media 
(Figs. 7c and d) benefits from obtaining a less oscillatory 
curve when compared to the conditions without a packed 
media (Figs. 7a and b). The five tracer concentration peaks, 
shown in Figs. 7a and b, occurred because the longitudinal 
dispersion was quite intense inside the reactor, and there-
fore low N-CSTR values should be found (typical condition 
of stirred tank reactors). The opposite is also true, so that 
in Figs. 7c and d, only one tracer peak occurred, indicating 
that the presence of the porous medium inhibited the lon-
gitudinal scattering of the tracer, resulting in high N-CSTR 
values (typical condition of plug flow reactors).

3.2. Model calibration

For model calibration, the Eθ curves obtained from the 
experiments carried out under a steady-state flow rate in 
reactors 1, 2 and 3 were used. In Fig. 8, the models adjusted 
to the conditions of experiments 1, 18, 24 and 36, respec-
tively, are presented.

It can be observed that for the experiments carried out 
in the packed reactors (experiments 18, 24 and 36), the 
resulting coefficient of determination (r2) was less than that 
obtained from the experiment conducted in the unpacked 

Fig. 5. Eθ curves for the experiments: (a) Experiment 1, carried out in reactor 1, t  = 10 min, Qa = 0; (b) Experiment 18, carried out 
in reactor 2, = 10 min, Qa = 0; (c) Experiment 24, carried out in reactor 2, t  = 20 min, Qa = 0; and (d) Experiment 36, carried out in 
reactor 3, t  = 10 min, Qa = 0.
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Fig. 6. (a) Cross section of the reactor showing the peripheral area with more porosity in blue; (b) Longitudinal cross section of there 
actor showing a theoretical model of the velocity field where there is a formation of preferential paths to the fluid; and (c) Peripheral 
area of the reactor enlarged.

Fig. 7. Eθ curves for the experiments: (a) Experiment 8, carried out in reactor 1, t  =20 min, Qa = 0.4; (b) Experiment 15 carried out 
in reactor 1, t  =40 min, Qa = 0.8; (c) Experiment 21 carried out in reactor 2, t  = 10 min, Qa = 0.8; e (d) Experiment 38 carried out in 
reactor 3, t  = 10 min, Qa = 0.4.
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reactor (experiment 1). This is due to a limitation of the 
N-CSTR SS model. This model is not capable of consider-
ing the preferential flows (by pass) which take place in the 
near-wall region of the reactor, as it considers a complete 
mixing and a profile of uniform velocities in the sections, 
and consequently does not take into account the existence 
of the wall effect established in experiments 18, 24 and 36. 

3.3. Model validation

Some experimental results to validate the model and 
confirm its predictions are presented in Fig. 9. Verification 
of the model´s predictive response in relation to the exper-
imental data was obtained using the coefficient of determi-
nation (r2), which in this case represents the capacity of the 
model to explain the hydrodynamic behavior of the flow 
based on the continuous stirred-tank reactor.

It can be observed in experiments 8, 15, 21 and 38 that 
the model was able to predict the behavior of the flows with 
a r2 equal to 0.769, 0.859, 0.915 and 0.903, respectively.

Although there was a relatively poor fit in experiments 
8 and 15 (Figs. 9a and b, respectively), r2 equal to 0.769 and 
0.859, the N-CSTR NSS-b model was able to represent the 
cyclic sinusoidal flow rate very well, and to some extent 
proportionately. 

Having implemented the by-pass in the N-CSTR NSS-b 
model, it was possible to obtain a good fit to the experi-
mental data, especially considering the occurrence of the 
partial preceding of tracer mass in the output of the reac-

tor (preferential paths), as observed in experiments 21 and 
38 (Figs. 9c and d, respectively), with r2 equal to 0.915 and 
0.903, respectively.

3.4.  Comparison between the N-CSTR SS and N-CSTR NSS-b 
models

In Fig. 10, graphs that compare the N-CSTR SS and 
N-CSTR NSS-b models for experiments 8, 15, 21 and 38, 
respectively, are presented.

Considering the coefficients of determination (r2), 
obtained for the N-CSTR SS and N-CSTR NSS-b models, 
it can be observed that using the N-CSTR NSS-b model 
resulted in better coefficient values. There has been an 
improvement in r2 of approximately 104.5% for experiment 
8; 120.3% for experiment 15; 32.0% for experiment 21 and 
33.6% for experiment 38.

Improvements made to the fit for the experimental 
data, when using the N-CSTR NSS-b model, are due to the 
fact that for the development of this model two important 
mechanisms were considered for the studied flows, which 
are: i) a non-steady state flow rate with cyclic sinusoidal 
oscillation, and ii) the by pass flow that can simulate the wall 
effect caused by the boundary reactor in the flow.

Considering a total of 52 experiments, 26 were per-
formed with Qa = 0.4 and 24 were performed with Qa = 
0.8. The use of the N-CSTR SS model for these experiments 
resulted in an average coefficient of determination (r2

average) 
of 0.674 and 0.578, for Qa = 0.4 and Qa = 0.8, respectively. 

Fig. 8. Eθ curves with models in steady-state regime adjusted to the experiments: (a) Experiment 1, carried out in reactor 1, t  = 10 
min, Qa = 0; (b) Experiment 18, carried out in reactor 2, t  = 10 min, Qa = 0; (c) Experiment 24, carried out in reactor 2, t  = 20 min, 
Qa = 0; and (d) Experiment 36, carried out in reactor 3, t  = 10 min, Qa = 0.
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Fig. 9. Eθ curves with models under a non-steady regime adjusted to the experiments: (a) Experiment 8, carried out in reactor 1, t  = 
20 min, Qa = 0.4; (b) Experiment 15 carried out in reactor 1, t  = 40 min, Qa = 0.8; (c) Experiment 21 carried out in reactor 2, t  = 10 
min, Qa = 0.8; and (d) Experiment 38 carried out in reactor 3, t  = 10 min, Qa = 0.4.

Fig. 10. Graphs comparing the N-CSTR SS model (dashed line) with the N-CSTR NSS-b model (continuous line) for the experiments: 
(a) Experiment 8, carried out in reactor 1, t  = 20 min, Qa = 0.4; (b) Experiment 15 carried out in reactor 1, t  = 40 min, Qa = 0.8; (c) 
Experiment 21 carried out in reactor 2, t  = 10 min, Qa = 0.8; e (d) Experiment 38 carried out in reactor 3, t  = 10 min, Qa = 0.4.
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When using the N-CSTR NSS-b model, the r2
average obtained 

were 0.842 and 0.845, for Qa = 0.4 and Qa = 0.8, respectively. 
These data are presented in Table 2 whereby, in general, the 
highest differences in the fitting took place for the experi-
ments with more amplitude of the flow rate, Qa = 0.8. When 
comparing N-CSTR SS and N-CSTR NSS-b models, the lat-
ter caused a fitting improvement of 24.9% when Qa = 0.4, 
and 46.2% when Qa = 0.8. Therefore, the larger the flow rate 
amplitude, the better results are obtained using the N-CSTR 
NSS-b model.

Considering that the coefficient of determination (r2) 
should be interpreted as the proportion of total variation 
of the dependent variable (Eθ), which is explained by the 
variation of the independent variable (θ), it is understood 
that the N-CSTR NSS-b model is able to explain, on average, 
84.2% of the behavior of flows studied in this paper with Qa 
= 0.4, and 84.5% of the flows with Qa = 0.8.

The deviations were determined between the values 
estimated by the model and the values measured by the 
Standard Error (SE), using Eq. (14)

SE
n

E E
i

n

e m i
= −( )

=
∑1

1

2

θ θ  (14)

where n is the number of measures; Eθe and Eθm are respec-
tively the estimated and measured values of the dimension-
less exit tracer.

The Standard Error (SE) values for all the experiments 
carried out with Qa = 0.4 are presented in Fig. 11.

For Qa = 0.4, the main improvement in relation to SE 
occurred in reactor 2 when t  = 40 min ( t3 ). For this con-
dition the SE with the N-CSTR SS model was 0.849 and the 
SE with the N-CSTR NSS-b model was 0.166, representing 
a reduction in SE value of 80.4%. The condition in which 
there was the least change was in reactor 1 when t  = 10 
min ( t1 ). In this case, the SE with the N-CSTR SS model 
was 0.209 and the SE with the N-CSTR NSS-b model was 
0.201, which shows a reduction in the SE value of only 3.8%. 
Considering all the experiments carried out with Qa = 0.4, 
on average the SE with the N-CSTR SS model was 0.416 and 
the SE with the N-CSTR NSS-b model was 0.238, resulting 
in an average reduction in the SE value of 42.7%.

The Standard Error (SE) values for all the experiments 
carried out with Qa = 0.8, are presented in Fig. 12.

For Qa = 0.8, the mainly improvement in relation to SE 
also occurred in reactor 2 when t  = 40 min ( t3 ). For this 
condition, the SE with the N-CSTR SS model was 0.580 and 
the SE with the N-CSTR NSS-b model was 0.234, resulting 
in a reduction in the SE value of 59.7%. The condition in 
which there was a least change was in reactor 1 when t  = 
20 min ( t2 ). In this case the SE with the N-CSTR SS model 

was 0.251 and the SE with the N-CSTR NSS-b model was 
0.188. The reduction in the SE value was 25.3%. Consider-
ing all the experiments carried out with Qa = 0.8, on average 
the SE with the N-CSTR SS model was 0.422 and the SE 
with the N-CSTR NSS-b model was 0.239, which represents 
an average reduction in the SE value of 43.3%.

4. Conclusions

Based on the results, it can be observed that the N-CSTR 
NSS-b model can be suitable to evaluate the hydrodynamic 
behavior of reactors in conditions under a non-steady state 
flow regime and which are packed by media capable of 
forming preferential paths in the flow. The model can be 
useful for designing and operating reactors. However, as 
any other model, its application should be limited to the 
conditions in which it was developed. The flows and simu-
lations were carried out on a laboratory scale in an abiotic 
environment and the flow rate variation in a cyclical sinu-
soidal variation. 

Table 2
Average coefficient determination and fitting improvement in 
the data

Model (r2
average)

Qa = 0.4 Qa = 0.8

N-CSTR SS 0.674 0.578
N-CSTR NSS-b 0.842 0.845
Fitting improvement (%) 24.9 46.2

Fig. 11. Standard Error (SE) with Qa = 0.4. Hydraulic retention 
times: t1  =10 min; t2  =20 min; t3  =40 min.

Fig. 12. Standard Error (SE) with Qa = 0.8. Hydraulic retention 
times: t1  =10 min; t2  =20 min; t3  =40 min.
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Considering the spatial dimensions, the developed 
model was conceptually one-dimensional, thus depending 
on the type of analysis required it is likely that for some 
full-scale reactors, its application will not be as successful 
due to the three-dimensional character of the flow gaining 
importance. Full-scale applications could require the need 
to use two or three-dimensional models which consider the 
gradient of momentum and mass transfer throughout the 
cross and longitudinal sections of the reactors. 
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Symbols

Ac [L
2] — Cross section area

ADE  — Advection-dispersion equation 
DL [L

2·T–1] — Longitudinal dispersion coefficient
Dm[L2·T–1] — Molecular diffusion 
Eθ [-] — Dimensionless exit curve
N-CSTR [-] —  Number of continuous stirred-tank 

reactors
Q [L3·T–1] — Flow rate
Q [L3·T–1] — Mean flow rate
Qa [L

3·T–1] — Amplitude of the flow rate
r2 — Coefficient of determination
TDS [M·L–3] — Total dissolved solids
Tp[T] — Period of oscillation
t [T] — Real mean hydraulic retention time
tt [T] —  Theoretical mean hydraulic retention 

time
V [L3] — Reactor volume

Greek 

θ[–] —  Dimensionless mean hydraulic reten-
tion time

Dimensionless parameters

Pé [–] — Péclet number, R P
mass transport by advection
mass transport by diffusioe r ∝

   
   nn

Pr [–] — Prandtl number, viscous diffusion
thermal diffusion

 
 

Re [–] — Reynolds number, inertial force
viscous force

 
 

Sc [–] — Schmidt number, viscous diffusion
mass diffusion
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