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a b s t r a c t

This paper evaluates the effect of receiving water conditions on offset buoyant jet behavior. Several 
experiments on the discharge of thermal and nonthermal horizontal buoyant offset jets into stagnant 
ambient water are conducted. Particle Image Velocimetry (PIV) is used to measure the time history of 
the jet velocity distribution. Various characteristics of the jet flow, such as the centerline jet trajectory, 
jet growth rate and jet velocity decay, are discussed. All comparative experiments are conducted 
with the same densimetric Froude numbers (Frd, ranging from 9.9 to 29.8) and density differences 
∆ρ, ranging from 5.1 to 17.41). The results show that the trajectories of thermal jets are not the same 
as those of nonthermal jets, which suggests that thermal jets travel farther than nonthermal jets. The 
experimental results were then compared to predictions of three Reynolds-averaged Navier-Stokes 
(RANS) turbulence models: the standard k-ε, realizable k-ε, and buoyancy-modified k-ε. The best pre-
diction of the centerline jet trajectory was found to be obtained from realizable k-ε. The study results 
revealed that the source of buoyancy (salinity versus temperature for the same values of Frd

 and same 
∆ρ) affects the trajectory and mixing properties of the jet.

Keywords:  Offset jet; Buoyancy; Salinity; Particle Image Velocimetry (PIV); Densimetric Froude 
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1. Introduction

In recent decades, seawater desalination systems have 
been considered the best option for providing drinkable 
water to the public in arid and semiarid countries. This 
method has created an increased demand for the planning 
and execution of new desalination plant projects. The larg-
est multistage flash (MSF) desalination plant in the world 
is located in Saudi Arabia, which is producing 0.96 million 
m3/d of the drinkable water and approximately 1.4 million 
m3/d of the effluents that is usually discharged back, with 
high temperature and salinity, to the aquatic environments 
[1]. These effluents are usually disposed using submerged 

pipes. These pipes (outfalls) are located on the coast near 
the plants and thus creates a plume of pollutants (i.e., jet) 
that may affect the marine environment.

It is important to carefully study a jet’s behavior and 
its environmental impact on water bodies close to the dis-
charge point. Several studies have revealed that discharging 
these effluents has an adverse influence on the marine eco-
system, particularly in the near-field zone of the discharge 
[2–7]. Therefore, it is necessary to study the characteristics of 
the near-field mixing zone to prevent any adverse impacts 
caused by the outfall systems and to maintain the marine 
environment such that it remains clean and suitable for its 
inhabitants and usable as a sustainable source of drinking 
water for future generations.
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Although outfalls with offset jets are currently used in 
many offshore industrial plants (e.g., desalination plants), 
little research has been conducted on their mixing charac-
teristics, especially for buoyant offset jets with both salinity 
and temperature variations. Differences between the char-
acteristics of the jet and those of the receiving water body 
(e.g., density differences due to salinity or temperature) 
may also affect the jet and its mixing characteristics. 

Most previous experimental and numerical studies deal-
ing with single-port horizontal offset jets have focused on 
dense jets discharged into fresh water [8–17]. Some of these 
studies were performed using the PIV system, either alone 
or in combination with laser-induced fluorescence (LIF). 
As mentioned above, most existing experimental studies 
have focused on offset dense jets; On the other hand, offset 
buoyant jets have rarely been studied and require further 
investigation.

Rawn and Palmer [18] were the first researchers to 
attempt to investigate the mixing characteristics of hori-
zontal offset jets discharged into seawater, and their study 
included 388 experimental observations of dilution at the 
surface for offset freshwater jets injected into water of 
higher density. Later, Michas and Papanicolaou [19] inves-
tigated horizontal round turbulent buoyant jets discharged 
into a homogeneous and calm ambient fluid and studied 
both jet-like and plume-like cases to cover a wide range 
of applications. The mixing and geometric characteristics, 
such as trajectories, were obtained with video imaging; the 
turbulence properties were measured with fast response 
thermistors, and the dilution factors were evaluated. They 
found that the flow exhibited jet-like behavior in the hori-
zontal regime; moreover, the mean and turbulent tempera-
ture profiles became asymmetrical in the transition and the 
vertical regime. 

Recently, the effect of density differences between two 
liquids was studied by Eleuchet al. [20], who conducted 
some laboratory experiments to evaluate the evolution of 
a pure water jet injected vertically downwards into water 
of higher density. The researchers’ study focused on the 
effect of the flow rate and the difference in density between 
the jet and the surrounding salt water. The results showed 
that jet penetration depth was affected by the flow rate and 
was increased by increasing the flow rate. Moreover, the jet 
penetration depth increased significantly when the density 
difference between the two liquids was decreased. 

All the previously mentioned studies were conducted 
experimentally. However, numerical simulations of buoy-
ant offset jets are ongoing and require further investigation. 
A numerical investigation of a round jet discharged hori-
zontally and continuing with sediment particles was car-
ried out by Liu and Lam [21]. The authors applied large 
eddy simulation (LES) for the fluid phase comparison, 
while Lagrangian particle tracking was used to calculate the 
motion of the sediment particles.

As a result, recent experimental and analytical investiga-
tions of outfall systems have indicated that Frd is correlated to 
many flow characteristics and can therefore be considered an 
influential parameter as a function of density [22,23]. There-
fore, the mixing characteristics of buoyant jets can be con-
trolled and affected by changing this important parameter.

To the best of the authors’ knowledge, most of the 
existing literature on turbulent (positively) buoyant jets 

focuses either on flow kinematic behavior or on the mix-
ing characteristics of effluent discharge into freshwater 
(as a dense or buoyant jet). However, the effects of the 
properties of the receiving water, particularly water of 
high salinity, on the mixing and trajectory characteristics 
of jets have rarely been studied. Thus, this paper reports 
experimental and numerical investigations of the behav-
iors of thermal and nonthermal buoyant offset jets dis-
charged into fresh and saline stagnant water. Fourteen 
thermal and nonthermal experiments were conducted 
using the PIV technique. The performance of various tur-
bulence models was then tested using the open-source 
CFD code, open field operation and manipulation (Open-
FOAM) [24]. Three Reynolds-averaged Navier-Stokes 
(RANS) turbulence models were examined in this study 
(i.e., the standard k-ε , realizable k-ε and buoyancy-modi-
fied k-ε models), and the results were compared with the 
experimental data.

This paper is organized as follows. Theoretical concepts 
such as dimensionless groups and density calculation are 
presented in Section 2. In Section 3, the experimental setup 
and procedures are described. The results of some experi-
mental cases are shown and discussed in Section 4. Compu-
tational approach such as governing equations, numerical 
methods and boundary conditions are presented in Section 
5, as well as the preliminary results of numerical simula-
tions compared with the experimental results. Finally, some 
concluding remarks complete the study.

2. Theory

2.1. Dimensionless groups

Fig. 1 shows a schematic sketch of an offset positive 
round buoyant jet discharging horizontally into a stagnant 
water body (ambient velocity, Ua = 0). The discharge port 
(jet) has diameter D and is placed above a horizontal solid 
surface at a specific distance. The receiving water (ambi-
ent water) is an unstratified fluid with a constant density 
ρa. The jet has a discharge velocity of U0 and density of ρ0 
(where ρ0 < ρa). The streamwise coordinates of the jet and 
the centerline of mean velocity are denoted by s and Um, 
respectively, and b denotes the jet half-width.

 

 

Fig. 1. Schematic sketch of a positive round buoyant jet in stag-
nant ambient water.
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When a horizontal round buoyant jet is discharged into 
a stagnant fluid, the jet in the regions closer to the nozzle 
is dominated by momentum flux M0 (i.e., within a short 
distance of the discharge port). The buoyancy flux effect 
B0 then increases and dominates the jet, forcing it to rise 
to the water surface. Jet behavior is characterized by vari-
ous fluxes: discharge volume flux Q0 = U0πD2/4, momen-
tum flux M0 = U0Q0, and buoyancy flux B Q g0 0 0= ’ , where 
g g a a’ /= −( )ρ ρ ρ0  is the effective gravitational acceleration 

and g is the gravitational acceleration [25]. LM (the momen-
tum length scale) is a measure of the distance over which the 
jet’s momentum is more important than its buoyancy, and 
LQ (the source length scale) indicates the length over which 
the source discharge is important. The axes are normalized 
using LM where L M BM = 0

0 75
0
0 5. ./ (the ratio of the momen-

tum and buoyancy fluxes) and L Q MQ = 0 0
0 5/ .  where (the 

ratio of the volume and momentum fluxes). To determine 
the geometric and mixing characteristics of the turbulent 
buoyant jet, these two length scales are used. The jet densi-
metric Froude number Frd, the ratio of inertia to buoyancy, 
can be derived for turbulent buoyant jets and is proportional 
to the ratio of length scales: Fr L L U g Dd M Q= = ( )/ / ’

.
0

0 5
. 

The mean velocity Um of the jet centerline, which decreases 
with longitudinal distance s from the discharge point, can 
also be calculated using the formula as following [26]: 

U K
M

sm = 0  (1)

2.2. Density calculation

The density can be calculated based on the equation of 
state. Millero and Poisson’s equation [27] is one of the most 
widely used formulas for calculating density as a function 

of temperature and salinity. This formula is referred to as 
the equation of state of seawater and is used in this paper 
for calculating the density. The limits of temperature and 
salinity in this equation are 0 < T < 40, 0.5 < S < 43.0. Later, 
Millero and Huang [28] conducted new seawater density 
measurements to modify Millero and Poisson’s [27] equa-
tion of state with the aim of expanding its limits to a wider 
range of temperature (0–90°C) and absolute salinity SA (0–70 
kg/m3) values and found that the results obtained were 
consistent: the standard error was 0.0063 kg/m3.

3. Experimental setup and procedures

The scaled model experiments were conducted in the 
Water Resources Laboratory at the University of Ottawa, 
Canada. The experiments were performed in a rectangular 
transparent glass tank 1.2 m long, 0.5 m wide, and 0.5 m 
deep, as shown in Fig.2. The bottom and sidewalls of the 
tank were made of glass panels. A circular nozzle with an 
internal diameter of 5.18 mm was placed horizontally at one 
end of the tank (centered), far enough (10 cm) from both the 
bed and back walls to avoid any influences and to ensure a 
fully developed velocity profile. All experiments were per-
formed using water from the same source (i.e., tap water). 
A buoyant jet (with a density less than that of the receiving 
water) was generated by discharging water (heated into 
cold water for thermal jets and unheated freshwater into 
dense water for nonthermal jets) into the tank through this 
nozzle. 

The nozzle was connected to a pipe equipped with: (1) 
a flow meter (Rotameter, FL-3840ST, up to ±2% FS accu-
racy, OMEGA) to determine the flow rate of the discharged 
water; (2) valves to control the discharge water. The pipe 
was connected to a constant-head tank with dimensions of 
0.75 m length, 0.3 m width, and 0.3 m depth. This tank (con-

Fig. 2. Schematic view of the experimental setup with the PIV system.
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taining the discharge water, which was fed by gravity into 
the large tank) was located approximately 1.5 m above the 
discharge nozzle.

The constant-head tank had two separate storage tanks, 
one of which was used to store surplus discharged water, as 
shown in Fig. 2. The water was then returned from the stor-
age tank using a pump to maintain a constant water level. 
The storage tank was equipped with an instrument that 
enabled precise temperature control (Corio CD Heating 
Immersion & Bridge Mounted Circulator) with an accuracy 
of approximately ±0.03°C. This device was used to ensure 
that the temperature in the discharge tank remained con-
stant during the experiments. To ensure that the water tem-
perature in the pipe was equal to that of the heated water 
in the elevated tank, the pipe was covered with insulating 
material. Another outlet was located at the end of the dis-
charged pipe, outside of the experimental tank, at a distance 
of 20 cm upstream of the nozzle tip to test the temperature 
of the discharged water before running the experiments. 
Moreover, the nozzle outlet was equipped with a very thin 
sensor, which was connected to a thermometer, to measure 
the flow temperature during the experiments.

3.1. Particle Image Velocimetry (PIV)

In the present study, a PIV system was used to measure 
the time history of the velocity distribution. PIV system is 
an experimental technique which has four main compo-
nents: a laser box (a Nd:YAG laser with an energy level of 25 
mJ per pulse), a laser lens, a high-speed camera (sCMOS), 
and a computer for synchronizing the camera and laser. 
The main function of the PIV system is to photographically 
record the movement of tracer particles in fluid. Thereaf-
ter, the motion of the particles is determined using image 
processing methods, and the flow velocity is obtained from 
the photographic recordings. In most applications, small 
tracer particles are added to the discharge flow to follow 
the fluid path. Two green laser beams were emitted from 
the laser box at a wavelength of 532 nm and were designed 
to overlap to ensure the correct velocity field calculation. 
The beams were then passed through the optical system to 
generate planar laser sheets. The high-resolution sCMOS 
camera (1008–1018 pixels) was placed at a cross-section of 
the tank that was illuminated by a laser sheet to capture the 
illuminated tracer particles in the fluid flow. An optical filter 
was placed in front of the camera lens to allow wavelengths 
of less than 532 nm, which were scattered by the particles, 
to pass. Images were recorded in the double-frame (image) 
mode; from these images, the instantaneous velocity field 
was calculated by cross-correlation calculations between the 
two frames. During laser illumination, the camera captured 
two frames (one frame for each pulse of the pulse pair) sep-
arated by a very small time interval. The obtained images 
were then transferred to the processor for the cross-correla-
tion computations [29].

3.2. Experimental procedure

Two sets of experiments were conducted using a 
high-resolution camera to determine the jet behavior under 
two sets of conditions. The jet velocity was captured using 
the PIV system. The capture zone was a 30 cm × 30 cm 

square area of the jet trajectory, as shown in Fig. 2. In the 
first set of experiments, a thermal buoyant offset jet of hot 
water was discharged into cold water. The second set of 
experiments utilized a different concept to generate a buoy-
ant jet without the presence of a temperature differential, in 
which a high concentration of salt (sodium chloride; NaCl; 
high purity (99.99%)) was dissolved in the ambient water to 
increase its density, while the discharged water was fresh 
(i.e., not saline). The temperatures of the jet and the ambient 
water were identical. The density was highly dependent on 
changes in salinity due to the similarity of the temperature 
in both fluids. For each comparison experiment, the values 
of Frd and ∆ρ were constant. The amount of salt required to 
achieve the target density difference was calculated using 
the Millero and Poisson [27] formula. The experimental 
parameters are summarized in Table 1.

In this study, two different concepts have been used in 
the two sets of experiments (fourteen experiments), which 
are divided into two groups. Each group has seven cases 
with the following features: In the first group (the first set 
of experiments, thermal experiments, i.e., T1 to T7), the 
density gradient is caused only by the difference in tem-
perature, and the salinity is zero. In the second group (the 
second set of experiments, nonthermal experiments, i.e., S1 
to S7), the density gradient arises from differences in salin-
ity, and the domain temperature is constant. Two parame-
ters were maintained at similar levels in all comparisons: 
the Frd and ∆ρ between the jet and ambient water.

To determine whether the source of the density differ-
ence (temperature versus salinity) affects jet behavior, as 
controlling parameter, the density differences due to tem-
perature (∆ρthermal = ρa – ρ0) and salinity (∆ρnonthermal = ρa – ρ0) 
were also set as equal (∆ρthermal = ∆ρnonthermal) in the two groups 
of experiments. In these experiments, the development of 
the jet was recorded using a PIV system. For brevity, only 
the results of three comparison cases (T1 and S1, T3 and S3, 
and T7 and S7) are shown in most of the figures.

4. Experimental results and discussion

4.1. Experimental observations

Finding the parameter with the most influence over 
jet flow characteristics and behavior is complicated since 
each parameter is influenced by others. For example, many 
flows are characterized by and correlated with a densimet-
ric Froude number,which is considered a function of den-
sity. Moreover, the density of effluents can be changed by 
altering their temperature or concentration (here, salinity). 
Therefore, changing the density of the discharge water 
can also control the jet characteristics. Thus, it is logical 
to assume that jets with different temperatures and salin-
ity values but with the same densimetric Froude number 
can behave similarly provided they are discharged into the 
same ambient water conditions. However, if the ambient 
water conditions are changed, the effect of these parame-
ters may be expected to change, and the jet behavior would 
not be the same.

To further clarify this point, Fig. 3 shows the results for 
two cases of offset buoyant jets with the same densimetric 
Froude number and density difference (∆ρthermal = ∆ρnonthermal). 
One can clearly see the difference in the jet trajectories; one 
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(nonthermal) jet reaches the water surface at a point closer 
to the source of discharge than the other. Therefore, to visu-
alize the effects of the receiving water conditions on the jet 
trajectory of any discharged flow, numerous experiments 
have been conducted. In experiments in which salt was 
used in the ambient water (i.e., nonthermal experiments), 
all jets reached the water surface at shorter distance from 
the source than those reached in the thermal experiments. 
Moreover, the time to reach the surface was also shorter. 
More details are presented in the next section. In addition, 
the nonthermal jets reached the water surface with a higher 
velocity than was the case for the thermal jets. This result 
is evidence that a mechanism is making the jet rise faster 
toward the water surface. This raises an important point 

about this mechanism and its interaction with the momen-
tum force: It is anticipated that nonthermal jets decay faster 
than thermal jets. 

4.2. Jet evolution and propagation speed

When buoyant jets are discharged into two stagnant 
water bodies with different properties, the evolution and 
propagation of the jets may differ. To verify this notion, an 
experiment was conducted to compare thermal and non-
thermal jets with similar densimetric Froude number and 
density differences as they discharged into tanks with differ-
ent ambient water conditions: freshwater (zero salinity) and 
denser, saline water. A blue dye was used to visualize the 

Fig. 3. Comparison between the jet trajectory patterns of thermal and nonthermal jets [30].

Table 1
Experimental parameters

Case D U0 T0 S0 ρ0
Ta Sa ρa

Frd ∆ρ
(kg/m3)(mm) (m/s) (°C) (ppt) (kg/m3) (°C) (ppt) (kg/m3)

Thermal jet experiments

T1 5.18 0.16 38.6 0.0 992.75 21.5 0.0 997.89 9.9 5.1
T2 5.18 0.32 39.6 0.0 992.37 21.5 0.0 997.89 19.1 5.5
T3 5.18 0.23 50.5 0.0 988.06 21.5 0.0 997.89 10.3 9.8
T4 5.18 0.45 50.7 0.0 987.75 21.5 0.0 997.89 19.8 10.1
T5 5.18 0.48 39.55 0.0 992.39 22.2 0.0 997.73 29.1 5.3
T6 5.18 0.67 50.65 0.0 987.77 22.2 0.0 997.73 29.8 10.0
T7 5.18 0.60 66.4 0.0 980.24 23.3 0.0 997.47 20.25 17.23

Nonthermal jet experiments

S1 5.18 0.16 21.5 0.0 997.89 21.5 6.79 1003.00 9.9 5.1
S2 5.18 0.32 21.5 0.0 997.91 21.4 7.33 1003.50 19.1 5.6
S3 5.18 0.23 21.3 0.0 997.93 21.3 13 1007.80 10.3 9.8
S4 5.18 0.45 21.3 0.0 997.95 21.2 13.52 1008.20 19.8 10.2
S5 5.18 0.48 21.3 0.0 997.91 21.4 6.80 1003.10 29.8 5.1
S6 5.18 0.67 21.2 0.0 997.97 21.1 13.3 1008.00 29.7 10.1
S7 5.18 0.60 34.5 0.0 994.21 34.5 23.6 1011.62 20.29 17.41
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jet trajectories. It was observed that the penetration of the 
thermal jet was very slow; thus, it reached the surface more 
slowly than the nonthermal jet, which penetrated faster and 
reached the surface in less time and over a smaller distance. 
These phenomena and the times taken for both jets can be 
seen in Fig. 4.

From the thermal jet experimental results, it was 
observed that the jet penetrates the ambient water horizon-

tally and progressively slows down. During this transient 
phase, a large head is formed in front of the jet. At a certain 
distance from the nozzle, the jet reaches a maximal depth 
of penetration, the buoyancy flux becomes larger, and the 
jet begins to slowly rise toward the water surface. Gradual 
expansion was observed from both sides of the thermal jet 
(inner and outer) from the nozzle to the extreme point of 
the jet prior to reaching the water surface. It is clear from 

Fig. 4. Comparison between the times to reach the water surface for the thermal and nonthermal jets (cases T7 and S7).
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the figures that the thermal jet propagates more slowly than 
the nonthermal jet. It can also be seen that the thermal jet 
reached the stationary depth (the point at which the effec-
tive force on the jet transforms from momentum to buoy-
ancy flux) at t = 10 s, started to slowly rise to the top at 
t = 15 s, and reached the surface at t = 30 s. However, in 
the nonthermal case, the jet reached the stationary depth of 
penetration at less than 5 s and reached the surface at t = 12 
s; that is, the thermal jet took three times longer to reach the 
water surface than the nonthermal jet.

Although the flow rate, Frd and ∆ρ were the same in 
both experiments, the jet penetration depths were different. 
The results were consistent with those obtained by Eleuch 
et al. [20], who demonstrated that jet penetration depth and 
head spread decrease as the difference in density between 
the jet and ambient water increases.

In contrast, in the nonthermal experiments, the jets were 
progressively faster, and no head development was seen. 
As clearly shown in the figures for the nonthermal jet (Figs. 
4a–f), the jet reached the water surface at a distance of 40 
cm in an axial direction from the nozzle tip; in contrast, the 
thermal jet took longer and reached the water surface at a 
distance of more than 70 cm. It was also noted that the effect 
of buoyancy on the nonthermal jet may have started earlier 
and at a shorter distance from the nozzle and then forced 
the jet to rise toward the water surface more rapidly. This 
distance is shorter than that in the case of the thermal jet. 
Moreover, to compare the propagation, consider Fig. 4a at 5 
s for the nonthermal jet and Fig. 4c at 15 s for the thermal jet; 
it can be seen that the thermal jet is clearly wider.

This result may lead to the conclusion that if the jet 
remains longer within the water before reaching the sur-
face, the jet propagation increases, thus increasing the dilu-
tion. These figures were chosen for comparison due to the 
similarity of the locations and distances from the nozzle. In 
addition, it was seen that the jet tends to be flatter before 
reaching the water surface for all thermal experiments than 
for the nonthermal cases, which are mostly steeper.

An explanation of these phenomena is as follows. The 
difference between the two cases might be attributed to the 
difference in the content of the ambient water, which can be 
considered a solution with physical properties for the thermal 
experiment and a solution with chemical properties for the 
nonthermal experiment. Indeed, in the thermal experiment, 
the jet can be affected by the surrounding cold water. Thus, 
the thermal energy of the jet is mainly lost in the surrounding 
water;hence,the jet’s velocity decays more rapidly [31]. How-
ever, for the nonthermal experiment, it is known that if the 
water molecules are totally saturated with salt, it becomes a 
highly concentrated solution, such that there is less opportu-
nity for any solution to move between the water molecules. 
Therefore, due to its low density, the solution rises up, after a 
distance, from the nozzle to the surface of the water.

As a result, when comparing the jet trajectories of the 
thermal and nonthermal cases, the divergence between the 
jets was noted to increase. Therefore, the density differ-
ence due to different salinity can be considered an influen-
tial parameter that can affect and change the jet trajectory. 
Thus, based on the results obtained in this study, it could 
be argued that salinity can also be considered a significant 
parameter for characterizing jet flow in a fluid.

4.3. Jet flow pattern

Dispersion of the fluid discharged within a water body 
can be affected by the characteristics and conditions of the 
receiving fluid. In this study, it was observed that the jet 
pattern required less time and distance to rise to the surface 
in the nonthermal experiments (retracted backward) than 
in the thermal experiments, in which the salinity in both 
the discharged and receiving water was zero. Fig. 5 presents 
superimposed time-averaged velocity vectors and contour 
maps of the velocity obtained from the PIV results for two 
comparison cases (T1 compared with S1, and T3 compared 
with S3); Frd was 9.9 for the first comparison and 19.8 for 
the second.

The PIV experimental results showed that all the non-
thermal jets reached the water surface within a shorter 
distance than the thermal jets. In the thermal cases, the 
ambient water conditions (zero salinity) seem to allow the 
jet to spread more easily when compared with the nonther-
mal cases; this causes the jet to travel farther from the noz-
zle and reach the surface at a point farther than that reached 
by the nonthermal jet. As a result, the jet spread is greater 
for the thermal jet and increases gradually as the distance 
from the source increases, indicating greater dilution. This 
process was previously reported for a negatively buoyant 
jet (i.e., a dense jet) [32,33]. These authors mentioned that 
when the jet trajectory is longer, the dense jet can achieve 
a higher dilution; as a result, if the jet remains in the water 
body for a longer time before reaching the surface, the dis-
charged water will become more diluted. Therefore, and 
based on the present study, it can be argued that if a ther-
mal jet is discharged into stagnant and unstratified water, 
the level of dilution will be higher than for a nonthermal jet.

An industrial plant discharging cold freshwater that 
reaches the water surface at a point closer to the source is an 
example of a nonthermal jet. Therefore, this result is likely 
to be of importance in practical applications for avoiding 
the environmental impacts of outfall systems, as it relates to 
determining how far the intake pipe (feed pipe) should be 
placed from desalination plants. 

4.4. Jet trajectory

Jet trajectory, also known as jet centerline, is a very 
important parameter in outfall system design because it 
identifies the path followed by the jet and the location where 
the jet reaches the water surface (in the case of a positive jet) 
or the seabed (in the case of a negative jet). The jet trajectory 
passes through three regions: 1) an initial region, 2) a tran-
sitional region, and 3) a buoyant or free-jet region. In this 
study, the results of both experiments were obtained at the 
transition region and at the beginning of the buoyant region. 
The centerlines of the mean velocities obtained from the 
experimental measurements of the thermal and nonthermal 
jets are shown in Fig. 6. The centerline values are obtained 
from the maximum velocity at various cross-sections of the 
jets. Three different experimental results obtained with dif-
ferent values of Frd and ∆ρ are shown for comparison. The 
Frd values were ≈ 10 for the first and second comparisons 
and ≈ 20 for the third comparison. The ∆ρ values were ≈ 
5 for the first comparison and ≈ 10 for the second and the 
third comparisons. The results clearly indicate a difference 
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in the behavior of the jet trajectory between the two sets 
of experiments. As shown in these figures, all nonthermal 
jets were above the thermal jets, indicating that in the dense 
water, the nonthermal jets rose toward the water surface 
more rapidly and within a shorter distance from the nozzle 
than did the thermal jets. Although the values of ∆ρ and 
Frd were equal between the experiments in all comparisons, 
it can be seen that the nonthermal jets behaved differently 
than the thermal jets.

In addition, an effect of ∆ρ was clearly observed on jet 
trajectory behavior. The deviation between the thermal and 
nonthermal jet centerlines due to ∆ρ increased even though 
the values of Frd were equal (Figs. 6a and b). Moreover, 

Frd had an almost nonexistent effect, although the value 
was changed, while ∆ρ values remained almost the same 
(Figs. 6b and c). As a result, one can conclude that differ-
ences in density can affect jet trajectory behavior; there-
fore, salinity can play an important role in jet flow. In other 
words, the reason underlying the density difference (i.e., of 
thermal or nonthermal origin) could be a significant factor 
in the way in which the jet mixes with the ambient water.

4.5. Cross-sectional velocity profile

When studying buoyant jets, the velocity and concen-
tration distributions at the cross-sections are often com-

 

 (a) (b)

 

 (c) (d)
Fig. 5. Dimensionless mean velocity vectors with contour maps for: (a) case T1- thermal jet; (b) case S1- nonthermal jet; (c) case T3- 
thermal jet; and (d) case S3- nonthermal jet.
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pared with the Gaussian profile. This comparison is valid 
when the jet has entered a region known as the zone of 
established flow (ZEF) [34]. In the present study, various 
cross-sectional profiles were selected along the axial center-
line velocity of the jet for each experiment.

Fig. 7 illustrates the normalized cross-sectional pro-
files of U/Um against r/b at various downstream locations, 

where r is the radial distance, and b is the distance from 
the point of maximum velocity (centerline) to the point 
where the velocity decreases and is equal to 1/e = 0.37. 
As mentioned previously, for brevity, only the results of 
two comparative experiments (T1 with S1 and T3 with S3) 
are shown (Fig. 7). The extracted cross-sectional profiles 
were recorded at the same distance from the source of the 
jet (nozzle) for T1 and S1 (s/D = 6, 10, 14, 23, 31, 37 and 
47) and for T3 and S3 (s/D = 3, 7, 11, 16, 22, 27 and 50). 
These profiles were then compared with a typical Gauss-
ian profile to evaluate the distribution and evolution of the 
jet pattern. In general, the selected profiles for all experi-
ments follow a Gaussian distribution and show a well-de-
veloped axisymmetric profile.

A reasonable Gaussian distribution is seen for the outer 
(lower) half of the various cross-sections for both experi-
ments. However, it was observed that the comparison of 
T3 and S3 (Figs. 7c,d) better fitted a Gaussian distribution. 
Additionally,in both comparison cases, it can be seen that 
as the jet gets farther from the source (the nozzle), the 
inner (upper) half spreads out more widely and gradu-
ally diverges from the jet centerline. This phenomenon 
is observed clearly in the nonthermal cases and is mainly 
attributed to buoyancy-induced distortions, which can be 
seen in the inner (lower) half of the dense jet [22]. This dis-
tortion appears to increase with increased distance from 
the source to the water surface. When comparing the dis-
tributions of the thermal and nonthermal jets, the results 
reveal that the inner half distribution spreads farther for 
the nonthermal jets than for the thermal jets. As a result, 
nonthermal jets can decay and rise toward the water sur-
face more rapidly than thermal jets; this result is consistent 
with the findings of Rathore and Das [31], in which the 
thermal energy of the jet is lost in the surrounding fluid 
due to the latter’s coldness.

4.6. Jet growth rate

Jet width is commonly used to characterize jet growth 
rate. This is based on the Gaussian profile for various 
cross-sections of axial velocity distribution along the jet 
centerline. The growth rates of the velocity half-widths 
are calculated by plotting the nondimensionless values 
of b/D against the distances of the streamwise cross-sec-
tion (s/D) along the jet centerline from the nozzle tip. 
The outer and inner half-widths of both jets are com-
bined in the same figure to clearly show the difference 
in the spread widths, as seen in Fig. 8. The upper spread 
widths show more scatter than the lower spread widths, 
especially for the thermal jet. As shown in the figure, the 
tendency of both jets to spread is revealed when moving 
downstream and away from the nozzle, along the jet tra-
jectory. After a short distance from the nozzle, the inner 
(upper) width of the thermal jet deviates and spread more 
than of the non thermal jet. As mentioned previously, this 
result offers further evidence that thermal jets tend to be 
flatter and spread more, while nonthermal jets tend to 
rise more steeply. As a result, the jet width profiles pro-
vide good evidence that the nonthermal jets decrease in 
intensity more rapidly as the flow turns toward the water 
surface over a shorter distance, and thus a shorter time 
exists for spreading and dilution.

(a)

(b)

(c)

Fig. 6. Centerline trajectory of the velocity profile for both exper-
iments: (a) comparison of T1 with S1; (b) comparison of T3 with 
S3; and (c) comparison of T4 with S4.
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4.7. Streamwise velocity decay

To further illustrate the effect of the receiving water condi-
tions on the two buoyant offset jet flows (thermal and nonther-
mal) having similar properties, the results for the jet streamwise 

velocity decay are also presented. The Um at several cross-sec-
tions of the jet centerline are extracted and plotted against the 
downstream of the jet source for four selected cases (comparing 
T1 with S1 and T3 with S3), as shown in Fig. 9.

Fig. 9a compares the velocity decays for T1 and S1 at a dif-
ference in density of approximately 5 kg/m3. Both the thermal 
and nonthermal velocity decays closely follow those of the pure 
jet with a value of 7 for the constant K from Eq. (1), which is 
consistent with results reported in the literature [25,35]. Another 
comparison of decays having a higher difference in density 
of approximately 10 kg/m3 is shown in Fig. 9b. In this figure, 
both the thermal and nonthermal maximum velocities decayed 
faster than those of the pure jet, and the divergence between the 
velocity values for both cases and those of the pure jet is obvi-
ous. In this case, the value of K was found to be 6.55 and 6.62 for 
the thermal and nonthermal jets, respectively. Although these 
values are almost identical, it is noted that a difference in density 
can affect a jet by accelerating its decay. In the case of a dense jet, 
two factors can affect the velocity decay: jet spreading and neg-
ative buoyancy [36]. Accordingly, an offset buoyant jet can also 
be affected by jet spreading and positive buoyancy. However, 
based on the present results, we find that a difference in density 
between a jet and the receiving water represents another signif-
icant factor that can accelerate jet decay.

  

 (a) (b)

   

 (c) (d)

Fig. 7. Nondimensional velocity distribution profile at various downstream cross-sections along the jet centerline for: (a) thermal jet 
for case T1; (b) nonthermal jet for case S1; (c) thermal jet for case T3; and (d) nonthermal jet for case S3. 

Fig. 8. Comparison between the velocity spread widths along 
the jet trajectory for thermal and nonthermal jets for cases T1 
and S1.
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5. Computational approach 

5.1. Governing equations

Three-dimensional turbulent flow of the RANS equa-
tions are used as the governing equations for incompress-
ible fluids as follows: 
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∂
∂

+
∂

∂
+

∂
∂

=
u
x

u

y
u
z

x y z 0  (2)

Momentum equations:
∂
∂

+
∂
∂

+
∂

∂
+

∂
∂

=
∂

∂
∂
∂

















+
∂

∂

u
t

u u
x

u u

y
u u

z x
v

u
x

y
v

x x x y x z x
e

x

e
∂∂
∂



















+
∂
∂

∂
∂















 −

∂
∂

u
y z

v
u
z

P
x

x
e

x 1

0ρ

 (3)

∂

∂
+

∂

∂
+

∂

∂
+

∂

∂
=

∂
∂

∂

∂


















+
∂

∂

u

t

u u

x

u u

y

u u

z x
v

u

x

y

y x y y y z y
e

y

vv
u

y z
v

u

z
P
y

ge
y

e
y∂

∂


















+
∂
∂

∂

∂


















−
∂
∂

−
1

0ρ
’

 (4)

∂
∂

+
∂
∂

+
∂

∂
+

∂
∂

=
∂

∂
∂
∂

















+
∂

∂

u
t

u u
x

u u

y
u u

z x
v

u
x

y
v

z x z y z z z
e

z

e
∂∂
∂



















+
∂
∂

∂
∂















 −

∂
∂

u
y z

v
u
z

P
z

z
e

z 1

0ρ

 (5)

where ux, uy and uz are the components of the mean veloc-
ity in the Cartesian coordinates; P is the fluid pressure; t 
is the time; ve is the effective kinematic viscosity of water 
(ve = vt + v); vt is the turbulent kinematic viscosity; and v is 
the kinematic viscosity. The effect of variable density (buoy-
ancy) in the vertical direction (y-coordinate) is considered 
and added in Eq. (4). 

Temperature and Salinity Equations:
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where ke is the heat transfer coefficient, Pr is the Prandtl 
number, and Prt is the turbulent Prandtl number. The com-
mon ranges of both Pr and Prt are 0.6–1.0; both parameters 
are chosen as 1.0 based on Kheirkhah Gildeh et al. [22,37,38]. 
The details of the buoyancy-modified k-ε turbulence model 
are not described here for brevity but can be found in Yan 
and Mohammadian [39].

5.2. Boundary conditions

In the present study, only half of the buoyant offset jet 
domain is considered because of the symmetrical nature 
of the problem. Figs. 10a, b illustrate the computational 
domain with the mesh system. The dimensions of the com-
putational domain (Fig. 10a) were chosen to simulate the 
present experiments. A refined mesh is considered in the 
near-field area of the offset jet for all simulations to better 
capture the velocity and temperature characteristics, as 
shown in Fig. 10b. The parameters used herein are similar 
to those used in the experiments (see Table 1). The nozzle 
boundary conditions are chosen based on Kheirkhah Gil-
deh et al. [37,38] as follows: ux =U0, uy= uz= 0, T = T0, k= 
0.06u2, ε = 0.06u3/D. A zero gradient boundary condition 
perpendicular to the outlet plane is defined for ux, uy, uz, k, 
ε, T, and S for the flow at the outlet boundary section. For 
the walls, boundary conditions defined as z and uz = 0 and 
a no-slip condition were applied in this study. Thus, k and 
ε are assumed to follow standard wall functions at the wall 
for both thermal and nonthermal buoyant jets. Finally, the 
symmetry boundary was modeled using a symmetry plane 
condition.

5.3. Numerical simulation

In this study, the finite volume open source code 
OpenFOAM with a structured grid was used to simulate 
buoyant offset jet discharge. The OpenFOAM [24] (a free 

(a)

(b)

Fig. 9. Streamwise velocity decay of thermal and nonthermal 
jets compared with a pure jet: (a) cases T1 and S1, and (b) cases 
T3 and S3.
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open-source package) is widely used for modeling and 
solving scientific problems, including positively and neg-
atively buoyant jets [23,37,38]. The model solves a set of 
partial differential equations (PDEs) using the finite vol-
ume method (FVM). The base pisoFoam solver for incom-
pressible fluids was developed for use in this study. The 
advection-diffusion equation for salinity and temperature 
was added to calculate the transport and dispersion of 
these parameters. Three RANS turbulence models were 
chosen for this study due to their better accuracy com-
pared with other RANS turbulence models, as reported in 
recent studies by Kheirkhah Gildeh et al. [22,37,38] and 
Yan and Mohammadian[39]. These models are the stan-
dard k-ε, realizable k-ε and buoyancy-modified k-ε models.

5.4. Numerical results

5.4.1. Comparison with experimental results

In this section, the preliminary results of the numer-
ical simulation are compared with various experimental 
data presented in this study. The experimental results of 
six thermal and nonthermal cases (T1, T3, T4 and S1, S3, 
S4) were selected to examine the performance of three 
turbulence models (the standard k-ε, realizable k-ε, and 
buoyancy-modified k-ε models) under the same con-
ditions. The general behavior of the jets according to 
the numerical results for all models and the disparities 
between the results (cases 1, 2 and T3) can be observed 
in Fig. 11. 

 

 (a) (b)

Fig. 10. Computational domain: (a) The numerical model domain and boundary definitions; and (b) the structured grid of the do-
main with a refined mesh near the nozzle.

Fig. 11. Jet behavior according to the numerical simulation results: (a, b and c) the standard k-ε model; (d, e and f) the buoyancy-mod-
ified k-ε model; and (g, h and i) the realizable k-ε model.
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Fig. 12 shows the numerical results of the center-
line trajectory for all models and compares them with 
the experimental results. The comparison shows that 
the numerical results obtained for all models were in 
good agreement with cases T4 and S4. More comparison 
between the data extracted from the PIV measurements 
and the models tested here can be shown in Fig. 13. In this 
figure, the velocity field contours of the numerical results 

are compared with experimental results (cases T1 and S1).
As shown in this figure, the realizable k-ε model predicts 
better, but thinner when compared to the experimental 
contours. This was clearly seen in all results of the numer-
ical models. This could be due to the isotropic assumption 
of these turbulence models, as a Linear Eddy Viscosity 
Models (LEVMs), where the jet predicted by these models 
is usually thinner [38].

    

 (a) (b)

 

 (c) (d)

 

 (e) (f)
Fig. 12. Numerical results for the centerline trajectory: (a,b) u = 0.16 m/s, Frd = 10, ∆ρ = 5.1; (c,d) u = 0.23 m/s, Frd = 9.8, ∆ρ = 10.3 and 
(e,f) u = 0.45 m/s, Frd = 19.8, ∆ρ = 10.1.
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In addition, a good match was observed between the 
numerical results obtained using the realizable k-ε model and 
all other experimental cases, except S3. As mentioned, one 
can see clearly from the figures that the realizable k-ε model 
better predicts the results than the standard k-ε and buoyan-
cy-modified k-ε turbulence models. This can be attributed to 
the different calculations of eddy viscosity (vt) in the k-ε tur-
bulence models which make the results different. This is due 
to the difference in the calculation of the Cµ for these models, 
which is non-constant value in the realizable k-ε while a con-
stant value for others (0.09). Thus, the outcome from the vt 
will change and give a different result comparing to standard 
k-ε and buoyancy-modified k-ε models. As a result, the realiz-
able k-ε provides a more accurate prediction.

Moreover, the standard k-ε and buoyancy-modified k-ε 
models better predict the results for cases T4 and S4 than for 
other cases in which the value of Frd is increased. Accordingly, 
the standard k-ε and the buoyancy-modified k-ε models can 
good predictions in cases where the value of the Frd is high.

Consequently, the numerical results of the realizable k-ε 
model are in good agreement with all experimental cases 
presented in this study. More results and details of various 
numerical models compared with the present experimental 
data are currently being by the authors.

To quantify the variations in the centerlines of the tur-
bulence models with the centerlines of the experimental 
cases, values of the Standard Error of the Estimate (SEE) 
were calculated for all turbulence models using the follow-
ing equation:

SEE
y y

n=
∑ −( )ˆ 2

 (9)

where ŷ is the estimated (numerical) value, y is the exper-
imental value, and n is the number of observations. The 
results for all turbulence models are summarized in Table 2. 
The values of the standard error of the estimate show that 

the realizable k-ε model is the most preferred model. In 
addition, the results show that the buoyancy-modified k-ε 
provided better prediction than the standard k-ε in all non-
thermal cases, and was the best for the case S4.

6. Conclusion

This paper presents the results of an experimental study 
of thermal and nonthermal buoyant offset jets discharged 
into fresh and saline ambient waters. The influence of the 
ambient water conditions on jet behavior was the focus of 
this study. Therefore, the characteristics of a jet affected by 
changes in the properties of the ambient water have been 
investigated in detail, including jet propagation, patterns, 
centerline trajectory, and jet width and decay. Fourteen 
cases (7 thermal and 7 nonthermal) have been considered 
in this study. In the first set of cases (thermal experiments), 

Fig. 13. Comparison of the velocity field contours: (a) the experimental result of the case T1 and S1; (b) the realizable k-ε model; (c) 
the standard k-ε model; and (d) the buoyancy-modified k-ε model.

Table 2
Values of the standard error of the estimate for the comparison 
of the centerline trajectories of the tested turbulence models 
with the experimental results

Turbulence model

Case Standard k-ε Realizable k-ε Buoyancy-
modified k-ε

T1 17.27 2.99 12.64
T3 13.85 2.60 15.20
T4 3.84 0.96 5.25
S1 6.58 0.77 4.15
S3 6.15 3.91 4.38
S4 1.10 1.51 0.82
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a density gradient was caused by difference in temperature 
only, whereas salinity was assumed to be constant (i.e., 
zero). In the second set of experiments (nonthermal cases), 
the density gradient was caused by salinity and the domain 
temperature was constant. The Frd and ∆ρ were kept similar 
for all comparative experiments. As a controlling param-
eter, this consideration was applied in the present study 
to determine whether the source of the density difference 
(temperature versus salinity) can affect jet behavior. In 
general, the results show that jet flows behave differently 
if discharged into ambient water with different conditions. 
It was also observed that the jets rose in the saline ambi-
ent (i.e., nonthermal) cases faster than in the fresh ambient 
(thermal) cases. The propagation speed was shown to be 
slower, and the time taken to reach the surface was longer 
for the thermal jets, while the nonthermal jets propagated 
more rapidly and reached the surface in less time and over 
shorter distances. The results showed that thermal jets had 
different patterns due to their slower motion and longer 
distance to reach the water surface when compared with 
the nonthermal jets. Differences in the trajectories between 
the thermal and nonthermal jets were clearly noted, even 
though the Frd and the ∆ρ remained the same. Therefore, 
it is concluded that the Frd and the ∆ρ cannot be the only 
controlling factors in jet evolution. In addition, based on 
the jet growth and velocity decay rates, the nonthermal jets 
decayed faster than the thermal jets in all the experiments.

Moreover, three RANS turbulence models, (the standard 
k-ε , realizable k-ε and buoyancy-modified k-ε models) were 
applied to predict the behavior of these jets. The numerical 
results for the jet trajectory obtained using the realizable k-ε 
model was in good agreement with all experimental data. 
Finally, the buoyancy-modified k-ε model better predicted jet 
trajectory than the standard k-ε turbulence model, especially 
in the nonthermal cases. Further investigations into buoyant 
offset jets with higher Froude numbers and various numeri-
cal models is currently in progress by the authors. In conclu-
sion, this study demonstrates that ambient water conditions 
can significantly affect jet characteristics and behaviors. 
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Symbols

Frd  — Densimetric Froude number
∆ρ — Density differences
U — Jet velocity
Ua — Ambient water velocity
Um= um — Mean velocity of the jet centerline
U0 — Initial jet velocity
D — Jet diameter
ρa — Ambient water density
ρ0 — Initial jet density
s — The streamwise coordinates of the jet

B —  Jet half-width, the distance from the point of 
maximum velocity (centerline) to the point 
where the velocity decreases to 1/e = 0.37Um 

M0 — Momentum flux
B0 — Buoyancy flux
Q0 — Discharge volume
g’ — Effective gravitational acceleration
g — Gravitational acceleration
LM — Momentum length scale
LQ — Source length scale
K — A constant, can be obtained experimentally
T — Temperature
S — Salinity
SA — Absolute salinity
T0 — Initial temperature
Ta — Ambient water temperature
S0 — Initial salinity
Sa — Ambient water salinity
∆ρthermal — Density differences due to temperature
∆ρnonthermal — Density differences due to salinity
t — Time
r — Radial distance
ux, uy, uz —  Components of the mean velocity in the car-

tesian coordinates
P — Fluid pressure
Pr — Prandtl number
Prt — Turbulent Prandtl number 

Greek 

ve —  Effective kinematic viscosity of water (ve = vt 
+ v) 

vt — Turbulent kinematic viscosity
v — Kinematic viscosity
ke — Heat transfer coefficient
k — Turbulent kinetic energy
ε — Turbulent dissipation rate 
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