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a b s t r a c t
This paper investigated the feasibility and limitation of statistical models to predict membrane fouling 
in a pilot-scale system. Operation data from an MF pilot plant with the capacity of 440 m3/d were used 
for the application of these models. Water quality parameters including feed water turbidity, algae 
concentration, total organic carbon, dissolved organic carbon, and UV254 absorbance were correlated 
with transmembrane pressure, total resistance, and the rate of resistance change. Model fit equations 
were derived from multiple linear regression, artificial neural network, genetic programming, and 
support vector machine. The performances of models were compared in terms of accuracy and 
prediction capability.
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1. Introduction 

Microfiltration (MF) processes have been applied for 
drinking water treatment and wastewater reclamation 
beause it has abilities to remove various particles, colloids, 
iron/manganese after oxidation and disinfection byproduct 
precursors [1–4]. Moreover, MF also allows a small footprint, 
reduced use of chemicals, and possibility of unmanned oper-
ation [2]. In addition, the MF can be used for the pretreatment 
of the feed water for reverse osmosis and nanofiltration pro-
cesses [5,6]. This is because MF offers a higher removal effi-
ciency of colloidal materials than conventional pretreatment 
technologies [6,7], resulting in a lower silt index (SDI) values. 

However, MF generally suffers from a serious problem 
associated with membrane fouling [8,9]. Since membrane 
fouling is an inherent problem, it is not possible to com-
pletely avoid it [10–12]. Once it occurs, the membrane per-
formance decreases, the operation cost increases, and the 
lifespan of the membrane is shortened [1,9,13–15]. Thus, it 
is desired to predict the progress of membrane fouling for 
predictive operation maintenance of MF processes [10,13,16]. 

Unfortunately, it is extremely difficult to accurately predict 
membrane fouling in large-scale MF processes because there 
are many factors that cannot be easily controlled, including 
feed water qualities and temperatures [17–20]. 

To overcome the limitations of fouling prediction meth-
ods, a handful of works have been done by applying various 
statistical models such as artificial neural network (ANN) 
[9,17,21–24]. Using these statistical models, accurate fitting 
to non-linear behaviors of membrane process in both small 
and large-scale systems is possible [17,22,25]. In addition, sta-
tistical models can identify key factors that affect membrane 
fouling and improve process operation and control reliability 
[22]. Nevertheless, relatively few works have been done to 
compare different statistical models for MF fouling predic-
tion in pilot- or full-scale processes [18,20,23]. 

In light of this issue, the purpose of this study was to 
compare the performance of multiple linear regression model 
(MLRM), ANN, genetic programming (GP), and support 
vector machine (SVM) for predicting membrane fouling in 
an MF pilot plant using feed water qualities and operational 
parameters. The inherent limitations of such approaches 
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were also compared from this analysis. To the best knowl-
edge of the authors, this is the first study to compare more 
than four statistical models for MF fouling prediction in a 
pilot-scale, which provides insight into the optimization of 
fouling prediction in commercial-scale membrane plants. 

2. Materials and methods 

2.1. Pilot plant conditions

The operational data were collected from an MF pilot 
plant, the schematic diagram of which is shown in Fig. 1. The 
feed water for the pilot plant was the surface water from Han 
river, Korea. It was treated by coagulation and sedimenta-
tion prior to MF. The membrane used in the pilot plant was 
a submerged MF membrane module (CMF-S) manufactured 
by the Evoqua Memcor. The plant plant could produce the 
treated water of 440 m3/d. It was operated in the constant 
flow mode with a flux of approximately 47 L/m2 h. The pilot 
plant was operated for 224 d and pH, temperature, turbidity, 
algae count, TOC, DOC, UV254

 were monitored.

2.2. Statistical modeling approach

As previously mentioned, several modeling approaches 
were applied to predict MF fouling in the pilot plant. Four 
statistical models were used including MLRM, ANN, GP, and 
SVM. Since there was no program that is capable of imple-
menting all the models, different software tools were used: 
The analysis based on MLRM was performed using Minitab. 
The ANN analysis was carried out using WEKA. The GP 
model fits and SVM regression were done by GPdotNET 

and MATLAB SVM Toolbox, respectively. Table 1 summa-
rizes the definitions and programs for the statistical models. 
Each model requires different parameters and conditions 
for the analysis of the data. The appropriate modeling con-
ditions were determined by trial and error methods, which 
are shown in Table 2. Although it is desired to use the same 
analysis tool for all the analysis, it could not be done due to 
the lack of the tool that can carry out all the analysis.

2.3. Hermia model

In addition to the statistical models, the Hermia model 
was also used to predict the MF pilot plant data [19,25]. Four 
blocking models including complete blocking (CB), standard 
blocking (SB), intermediate blocking (IB), cake filtration (CF) 
were considered for the constant flux operation. Table 3 sum-
marizes the Hermia model equations, where p0 is the initial 
TMP, p is the TMP at time t, J0 is the flux, and Kb, Ks, Ki, and Kc 
are the model fit parameters for CB, SB, IB, and CF, respectively. 
Details on the Hermia model were previously reported [19].

Raw water

Coagula�on/
floccula�on Sedimenta�on Membrane 

filtra�on

Pressure gauage

Pump

Fig. 1. Schematics of MF pilot plant for surface water treatment.

Table 1
Statistical model used to predict membrane fouling of pilot plant

Models Definition Program/platform

Multiple linear 
model

Fitting a linear equa-
tion to observed data 
with many variables

Minitab 

ANN model Simulation of the way 
in which the human 
brain processes infor-
mation

WEKA [24]

GP model with 
simple functions

Derivation of (alge-
braic) equations to fit 
observed data 

GPdotNET [26]

GP model 
with complex 
functions

Derivation of 
(nonlinear) equations 
to fit observed data 

GPdotNET [26]

SVM regression Use of discriminative 
classifier defined 
by a separating 
hyperplane to fit 
observed data

MATLAB SVM 
Toolbox 

Table 2
Statistical model parameters and options used to predict membrane fouling of pilot plant

Models Conditions

Multiple linear model Tolerance: 0.0001, confidence interval: 95%
ANN model Learning rate: 0.3, momentum: 0.2, training time: 500, hidden layers: automatically determined
GP model with simple 
functions

Population size: 500, generation: 250, crossover: 0.9, mutation: 0.05, reproduction: 0.2, rank value: 0.8, 
operators: +, –, *, /

GP model with complex 
functions

Population size: 500, generation: 250, crossover: 0.9, mutation: 0.05, reproduction: 0.2, rank value: 0.8, 
operators: +, -, *, /, x^2, x^3, sin, cos, tan, exp, ln

SVM regression SVM type: regression (epsilon SVR), kernel type: radial basis function, gamma: 0.125, C value: 1, 
epsilon value: 0.1
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3. Results and discussions

3.1. Water quality parameters

Water quality parameters for the feed water to the MF 
pilot plant were continuously monitored as shown in Fig. 2. 
The pilot plant began operation in winter and stopped in 

summer. Thus, the temperature of the feed water increased 
with time. The maximum and minimum temperatures were 
26.8°C and 1.574°C, respectively, and the average value was 
16.285°C (Fig. 4(a)). The pH values ranged from 6.9 to 8.5. 
The maximum and minimum turbidities were 105.97 and 
3.462 NTU, respectively, and the average value was 11.424 
NTU (Fig. 4(b)). Near the end of the operation, the turbid-
ity rapidly increased because the rainy season started. The 
algae counts were high in the beginning and became low 
after the operation of 80 d. The maximum and minimum 
UV254 values were 0.085 and 0.014 cm–1, respectively, with the 
average value of 0.048 cm–1 (Fig. 4(c)). TOC and DOC val-
ues decreased with time because they were generally high 
in winter seasons.

3.2. Pilot plant operation data and water quality parameters

Fig. 3 shows the operational data of the MF pilot plant. 
The changes in flux and transmembrane pressure (TMP) 
were shown as a function of the operation time. Since the 
plant was run at the constant flux mode, the flux did not 
significantly vary with time. The TMP increased with time 
due to the accumulation and deposition of foulants on the 
membrane. After 60 d, the TMP exceeded 60 kPa and thus 
the cleaning in place (CIP) of the membrane was carried out, 

Table 3
Hermia model equations for constant flux operation

Models Equation

Complete blocking (CB), p
p

K J tb
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01= −

Standard blocking (SB) p
p
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Fig. 2. Changes in water quality parameters with operation time: (a) feed temperature, pH; (b) water turbidity, algae count; and 
(c) TOC, DOC, and UV254 absorbance.
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resulting in the reduction in TMP from 64 kPa to 30 kPa. 
Then the plant was operated again during 164 d. Before the 
CIP, the pilot plant operation was carried out in the winter 
season with the feed water temperature less than 8°C. After 
the CIP, the pilot plant operation was mostly done in the 
spring and summer seasons. Considering the CIP event and 
the operational history of the pilot plant, the data analysis 

was divided into 1st phase (winter) and 2nd phase (spring, 
summer) based on CIP.

3.3. Application of different methods

3.3.1. Hermia model 

To begin, the Hermia models were applied to predict the 
TMP of the MF pilot plant. The results of the Hermia model 
application to the operation data in the 1st phase are shown 
in Fig. 4. The symbols indicate the experimental data and the 
lines indicate the model fits. As demonstrated in the plots, 
the Hermia models did not match the experimental data well. 
The R2 values for the complete blocking, standard blocking, 
intermediate blocking, and cake formation were only 0.587, 
0.586, 0.568, and 0.505, respectively. Among these models, 
the complete blocking model showed the highest R2 value. 
Similar results were observed with the application of the 
Herima models to the pilot data in the 2nd phase as shown 
in Fig. 5. In this case, the R2 values for the complete block-
ing, standard blocking, intermediate blocking, and cake for-
mation were even lower, which were 0.194, 0.202, 0.213, and 
0.226, respectively. Among these models, the cake formation 
model showed the highest R2 value. 

Fig. 6 shows the predictions of TMP in the pilot plant 
using the Hermia models. The complete blocking model and 
cake formation model were used to fit the data in the 1st 
and 2nd phases, respectively. It is evident from the results 
that the Hermia models are not suitable to fit or predict the Fig. 3. Changes in flux and TMP with operation time.
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Fig. 4. Model fits to the operation data in the 1st phase (winter) using the Hermia’s model equations: (a) complete blocking, (b) stan-
dard blocking, (c) intermediate blocking, and (d) cake formation.
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operation data in pilot plants. Since the TMP data in the pilot 
plant were highly non-linear, it is not possible to predict 
them using the simple mathematical models. Moreover, the 
Hermia models do not use water quality parameters as their 
independent variables and thus they cannot reflect the effect 
of water quality changes with time.

3.3.2. Multiple linear regression

Since the mathematical models based on the Hermia 
equations were not useful to predict the pilot data, statisti-
cal models were applied to obtain better model fits. Multiple 
linear regression (MLR) was applied as one of the statistical 
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Fig. 5. Model fits to the operation data in the 2nd phase (spring and summer) using the Hermia’s model equations: (a) complete 
blocking, (b) standard blocking, (c) intermediate blocking, and (d) cake formation.
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Fig. 6. Comparison of TMP of the pilot plant operation with the model predictions using the Hermia’s model equations: (a) 1st phase 
and (b) 2nd phase.
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models [18]. MLR allows to use several variables at once to 
explain the variation in a continuous dependent variable. 
It can isolate the unique effect of one variable on the con-
tinuous dependent variable while taking into consideration 
that other variables are affecting. The results of the model 
application are shown in Fig. 7. Compared with the Hermia 
model, the model predictions were much better, suggesting 
that MLR has potential for more accurate model predictions 
than the Hermia models. As a result of the model application, 
the MLR equations are given by:

P =  –133.1 + 0.5655t – 1.405pH + 8.392 × 10–02 cturbidity 
– 0.2515T – 5.349 × 10–04 calgae – 1.633cTOC – 1.952cDOC 
+ 252.2 CUV254 + 3.615 J

 (1)

P =  8.720 + 0.1544t + 3.371pH + 0.1048cturbidity – 1.503T 
– 3.259 × 10–05calgae + 1.712cTOC – 1.047cDOC – 
0.7692CUV254 – 4.799 × 10–2 J

 (2)

where P is the TMP (kPa); t is the operation time (d); cturbidity 
is the feed water turbidity (NTU); T is the feed temperature 
(°C); calgae is the algae count of the feed water (cell/mL); cTOC is 
the TOC of the feed water (mg/L); cDOC is the DOC of the feed 
water (cell/mL); and J is the flux (L/m2 h). 

3.3.3. Artificial neural network

In addition to MLR, other statistical approaches were 
also applied. Fig. 8 shows the results of ANN application 
to the TMP data in the pilot plant. Similar to MLR, ANN 
showed good matches with the experimental data. However, 
it seems to be too sensitive to follow the experimental 
errors (overfitting) in some cases. For example, the TMP 
data between 34 d and 55 d in the 1st phase include several 
outliers and should not be considered in the model predic-
tions. However, the ANN fitted these data points, leading 
to inappropriate model predictions. The overfitting may be 
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Fig. 7. Comparison of TMP of the pilot plant operation with the model predictions using MLR: (a) 1st phase and (b) 2nd phase.
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avoided by adjusting the ANN model parameters. However, 
with the current model predictions, the overfitting seems to 
be an issue.

3.3.4. Statistical model: genetic programming

GP offers a solution through the evolution of computer 
programs by methods of natural selection [23,25]. GP searches 
the space of possible computer programs for a program that 
is highly fit for solving the problem at hand. Accordingly, GP 
offers a design method that automatically generates design 
solutions for multi-domain dynamic systems.

Two different approaches were attempted for the appli-
cation of GP to model the MF pilot data. First, only simple 
algebraic operators such as ‘+’, ‘-’, ‘´’, and ‘/’ were used to 
develop the model equation. Then, not only the simple 
operators but also complex functions such as ‘sin’, ‘cos’, 
‘tan’, ‘exp’, ‘ln’, ‘x2’, and ‘x3’ were used to develop the model 
equations. The results are shown in Fig. 9 (simple operators) 
and Fig. 10 (complex functions). The GP based on simple 
operators shows reasonable fits to the plant data and is less 
sensitive to experimental errors and data hunting. Since the 

noise from the data set was removed, the data smoothing 
was done by the GP model based on the simple operators. 
On the other hand, the GP based on complex functions pro-
vided the model fit that is less accurate than that by the GP 
based on simple operators. This implies that the selection of 
complex functions may not be helpful to improve the model 
prediction. 

3.3.5. Statistical model: support vector machine regression

Support vector machine (SVM) regressions are used for 
the classification of tasks ranging from text to genomic data 
[27]. SVMs can be applied to complex data types beyond 
feature vectors by designing kernel functions for such data. 
SVM techniques have been extended to a number of tasks 
such as regression, principal component analysis, etc. Fig. 11 
shows the model prediction by SVM for the MF pilot oper-
ation data. Overall, SVM matches the experimental data 
well. Unlike ANN, overfitting was not serious for SVM. But 
the application of SVM may be limited just similar to ANN 
because the final model is not expressed as a form of mathe-
matical functions.

(a) (b)

Fig. 9. Comparison of TMP of the pilot plant operation with the model predictions using GP based on simple operators: (a) 1st phase 
and (b) 2nd phase.

(a) (b)

Fig. 10. Comparison of TMP of the pilot plant operation with the model predictions using GP based on complex functions: (a) 1st 
phase and (b) 2nd phase.
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(b)(a) 

Fig. 11. Comparison of TMP of the pilot plant operation with the model predictions using SVM: (a) 1st phase and (b) 2nd phase.

 
(a) 

 
(b) 

Fig. 12. Comparison of model predictions with MF pilot plant data: (a) 1st phase and (b) 2nd phase.
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3.4. Comparison of different methods

The results of model predictions by different approaches 
were compared with the MF pilot plant data as shown in 
Fig. 12. The R2 in each case was also shown in the plot. As pre-
viously mentioned, mechanistic model based on the Hermia 
equation did not provide reasonable model predictions. On 
the other hand, the statistical models resulted in good agree-
ments with the plant data. Among them, the ANN showed 
the highest R2 values (0.947 and 0.899) but suffered from the 
problem of overfitting. MLR and SVM also matched the data 
well. The R2 values for MLR were 0.765 for the 1st phase and 
0.849 for the 2nd phase. The R2 values for SVM were 0.829 for 
the 1st phase and 0.751 for the 2nd phase. The GP based on 
simple operators showed lower R2 values (0.676 and 0.751) 
than ANN, MLR, and SVM but it can smooth the data. The 
GP based on complex functions showed the similar predic-
tion performance to the GP based on simple operators.

4. Conclusions

In this study, the fouling behaviors of MF membranes 
in a pilot plant for surface water treatment were analyzed 
using statistical models. The following conclusions were 
withdrawn: 

• Mechanistic models based on Hermia equations failed 
to fit the operation data in the MF pilot plant. 

• Among the models considered in this study, ANN 
showed the highest R2 values. However, it is not easy to 
use ANN for the plant operation because the final model 
is not expressed as a form of mathematical functions. 
Overfitting to experimental errors and data hunting is 
also problematic.

• Multiple linear regression seems to be appropriate 
because it showed reasonably high R2 values and simple 
equations can be obtained. 

• SVM regression was nearly as good as the MLR. But it 
has same limitations as ANN because the final model is 
not expressed as a form of mathematical functions.

• GP models have advantages over ANN and SVM because 
the models can be obtained as forms of simple function. 
However, the R2 values were not as high as those from 
MLR, ANN, or SVM.
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