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a b s t r a c t
Due to the geometric distortion in distorted hydraulic laboratory experiments, velocity profile cannot 
maintain as constant as required by the traditional criteria. Scaling effects, which lack quantitative 
researches, cannot be avoided even if the Froude and drag coefficient similitude criteria were satis-
fied. Prediction formulas of scaling effect rate are established in this research to theoretically reveal 
the quantitative relations between velocity profile distortion and experimental parameters. They are 
directly related to three parameters, distorted ratio, relative water depth, and relative bed roughness. 
In vertical direction, most effects happen near the bed and the deviation increases with distortion 
ratio. The similarity of secondary flow is worse and more complicated than that of stream-wise flow. 
The correction method, which is the improvement of traditional similitude criteria, can effectively 
reduce scaling effects when converting experimental results into their corresponding values in the 
prototype. Three dimensional numerical models are built to verify the accuracy of the prediction 
formulas and correction method.

Keywords:  Distortion ratio; Laboratory experiments; Scaling effects; Correction method; 3-D numerical 
models

1. Introduction

Laboratory experiments are widely used in hydraulic 
researches dealing with fluvial, estuarine, and coastal engi-
neering problems. Based on similitude criteria, features like 
topography, currents, sediments, and time are modeled in 
scales to investigate full-scale conditions that are difficult to 
create in the laboratory. There are two types of these models. 
The first one is normal model, whose geometric scales in both 
horizontal and vertical directions are the same. According 
to the similitude theory, it is regarded well similar with the 
prototype. But in most large-scale experiments where coast 
and space requirements are prohibitive, the water will be 
too shallow if normal models are chosen. In that case, the 
surface tension cannot be avoided, making the experiment 

impossible [1]. So the researchers have to build the other type, 
distorted models. To insure measurable depth and flow pat-
terns, the depth should be enlarged. The vertical distribution 
will bring in scaling effects into the experiments.

The former researchers have done tons of work studying 
scaling effects. Scaling effects are inevitable, as long as the 
ratio of one parameter between model and prototype var-
ies in either space or time; they found similarity unsatisfied 
in vertical distribution of velocity profile and the deviation 
increasing with distortion ratio [2–5]. Theoretically, distorted 
models cannot completely satisfy the similitude criteria, 
thus creating deviation in velocity profile and concentra-
tion profile. Geometric distorted models did underestimate 
the rate of energy dissipation and the aeration efficiency of 
prototype stepped spillways for similar flow conditions [6].  
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Murzyn and Chanson quantitatively demonstrated that 
dynamic similarity of two-phase flows in hydraulic jumps 
cannot be achieved with a Froude similitude [7]. The research 
of Fischer and Holley stated that simple transposition of con-
centration profiles from model to prototype is not valid and 
models may magnify or reduce longitudinal dispersion [8]. 
Current methods used in scaling sediment transport result in 
a number of scale effects, decreasing the accuracy and appli-
cability of scale models [9]. The kinematics of suspended sed-
iment is inversely proportional to the distortion ratio of the 
physical model but proportional to the width-depth ratio and 
curvature ratio [10]. Dou conducted laboratory experiments 
of 5 different ratios, 2.5, 4, 6, 8.33, and 12.8, pointing out 
most effects on sediment transport at the bottom, especially 
when the distortion ratio is larger than 6 [11,12].

The method of numerical modelling in researches of 
scaling effects is first introduced by Liu and verified by 
establishing two series of numerical flume models [13]. 
Dou presented that selection of parameter values has great 
influence on modelling results and that numerical modelling 
can be a research method for scaling effects if the parameters 
were well selected [14]. Fang used three-dimensional (3-D) 
numerical simulation to prove that the discrepancy between 
the distorted model and the normal model in stream-wise 
velocity is acceptable, while the velocity shows differences 
in vertical and transverse directions [15]. After decades of 
development, there are mature theoretical foundation and 
computing methods for numerical modelling. In numerical 
models, the parameters like topographic conditions, bound-
ary conditions, and distortion ratios, which are difficult to 
adjust in the laboratory, can be easily input into calculation. 
It increases the research efficiency. Since it is too difficult 
to build models of different distortion ratios in laboratory, 
numerical models can be used as substitutes.

Appropriate representation of flow is critical to model-
ling experiments focused on sediment transport, thermal 
diffusion, and so on, due to their sensibility to flow hydrau-
lics [10,15]. Introduction of vertical distortion will lead to 
larger bottom slopes and hydraulic gradient, converting 
to errors in velocity distortion, and secondary current rep-
resentation. Therefore, the distortion of velocity profile is 
important to be revealed. The current researches on scaling 
effects of distorted physical models are mostly based on 
semi -experiential theories and focus on qualitative results. 
The results differ because of the different quantities used in 
different researches, not yet coming to a full solution [16].

Quantitative relations between scaling effects and exper-
imental parameters are urgently needed. Based on the 
vertical distribution of velocity profile and motion equations, 
this article will solve prediction formulas and propose 
corrections for a non-ideal flume for hydraulic research. 
3-D numerical models of continuous distortion ratios are 
built to test the accuracy of the prediction formulas and the 
correction method.

2. Methodology

2.1. Traditional similitude criteria

Dynamic similarity requires geometric and kinematic 
similarity, as well as similar force polygons at relative 

locations in the prototype and model [17]. In traditional 
scaling modelling of flow, Newton’s law requires that the 
ratios of all force vectors be equal.

Due to the dominance of gravity forces in flow with 
unpressured free surface, gravity similitude is applied in 
most scaled modelling experiments [17,18]. It is known as 
Froude similitude criterion for representing same scales of 
inertia force and gravity.

λ λF Jr
= 1 2/  (1)

λ λu h= 1 2/  (2)

In addition, another significant force which must not 
be neglected in open channels is drag force. A kinematic 
similitude criteria should also include drag coefficient 
similarity [19]. With the combination of Chézy formula
u C RJ= , the criterion is solved as [20],
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2.2. Fundamental improvements of similitude criteria

Based on 2-D flow in open channels, this section intends 
to get a concise analytical solution for improvements of 
similitude criteria. In the following derivation, those with 
the subscript p represent the subjects’ values in the proto-
type, while those with the subscript m represent the subjects’ 
values in the models.

In open channels except for water affected by the wall 
function, the velocity profile corresponds to the logarithmic 
distribution [21].
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where z0 ∞ κs, η0 = z0/D is a un-dimensional parameter related 
to κs/D.

The vertical distribution of velocity is related to depth and 
cannot maintain similarity in distorted models [3]. The veloc-
ity profile is absolutely distorted. The velocity at 0.6D below 
the water surface approximates the depth-averaged velocity, 
which can be regarded similar in the distorted models [22]. 
To model a similar stream-wise flow, Froude similitude cri-
terion should be applied to depth-average velocity, as well as 
drag coefficient similitude criterion. It can be considered as 
the velocity redistributing vertically.
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Based on Chézy formula, the depth-average velocity is

u C RJ=  (8)

Combining Eqs. (7) and (8), a new un-dimensional 
parameter is introduced as relative roughness,

a C
g

= − +( ) =1 0lnη κ
 (9)

R = D in wide and shallow channels.

λ λR h=  (10)

In consideration of scaling effects on velocity profile, 
up = λuum, where λu is not as invariable as Eq. (2). (Derivation 
process in Appendix A)
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The transverse circulation in bend channel is studied for 
scaling effects on secondary circulation. Hydraulic factors 
are shown in Fig. 1. The stream-wise velocity profile is log-
arithmic as Rosovsky pattern [23]. The transverse velocity 
profile is calculated as [24],
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Improved similitude criteria for stream-wise and span-
wise velocity profile are solved as (Derivation process in 
Appendix B)
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where the derivation process is in Appendix B and reference 
values of A, B, and E are listed in Table A1.

Eq. (14) is same as Eq. (11), again proving the accuracy of 
usage of logarithmic velocity profile.

Eqs. (14) and (15) are the improved similitude criteria 
of velocity profile in stream-wise flow and secondary flow. 
They can also be used as correction method of similitude 
criterion in Eq. (2) when converting modelling results into 
their corresponding values in the prototype. In this way, the 
scaling effects on velocity profile can be reduced, and the 
results will more resemble those in reality.

2.3. Prediction of scaling effects

Δ = (λu − λh
1/2)/λh

1/2 is introduced as scaling effect rate, which 
is the percentage of difference between the calculated value 
and the traditional similitude criterion among the traditional 
value.

For the stream-wise flow
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For the secondary circulation
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Eqs. (16) and (17) are prediction formulas, which can 
predict the scaling effects on velocity distortion when design-
ing the experiment plan before performing it. The results 
are error rates for different locations in the vertical direction. 
According to the testing location concerned in the experi-
ment, a distortion ratio whose effect within error-tolerant 
rate can be selected.

Eqs. (16) and (17) contain distortion ratio ε, but not λh 
nor λl. In a sense, scaling effect is the influence of distortion 
ratio on experimental results. The scaling effects on flow is 
directly linked with three parameters, the distortion ratio 
ε, the relative water depth η, and bed roughness which 
is reflected as a = −1 – lnη0 in the formulas. Δ = 0, when 
ε = 1, which means that the velocity distribution cannot be 
affected by the distortion ratio only if it was in a normal 
model.

According to the formulas, the distortion of velocity 
profile is drawn in Fig. 2.

In Eq. (16),
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Fig. 1. Hydraulic factors in bend channels.



L. Zhang et al. / Desalination and Water Treatment 149 (2019) 31–4234

∂
∂

= −
+( ) +

+ +( ) 

> < >( )
<

∆ ∆

ε
ε

η

ε η

η
1 2

1 2 2

1 1

2 1

0 0 37 0
/

/

/ ln

/ ln

, .a

a

p

p
00 0 37 0, .η > <( )





 ∆
 (19)

∆ is a decreasing function of η, that is, scaling effects 
decrease from bed to water surface and most effects hap-
pen near the bed. When η < 0.37, ∆ > 0 and increases with 
the distortion ratio ε, that is, velocities in distorted models 
are faster than those in the prototypes. When η > 0.37, Δ < 0 
and decreases with ε, which means velocities in distorted 
models are slower and the difference will be greater when ε 
increases. The distortion pattern is demonstrated in Fig. 2(a). 
The farther it is from 0.37D, the more distortion will be there. 
The velocity gets faster upon 0.37D while getting slower 
beneath it.

What Eq. (19) explains is that ∆ moves away from 0 with 
ε increasing. So scaling effects on the stream-wise velocity 
profile would increase with distortion ratio.

In Eq. (17),
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The distortion makes the transverse circulation faster 
than it should be, which is quite similar with the distortion 
pattern of the stream-wise velocity. Displayed in Fig. 2(b), 
the transverse circulation rapidly increases to the extre-
mum value from bed to the extreme spot η = 0.6a–1.285. It 
reaches the maximum velocity toward the convex bank 
and then does not turn to the concave bank until it slightly 
reduces to zero. As given in Eq. (20), the extremum spot will 
move upward and its value will be enlarged in distorted 
models, causing the velocity profile more distorted around 
the extremum spot. Scaling effects on the transverse circu-
lation velocity profile would also increase with distortion 
ratio.

Eqs. (15) and (17), which are based on transverse 
circulation, do not have any size information of bend chan-
nels. They could be used for secondary flow in other forms.

3. Validation and analysis

3.1. 3-D numerical modelling techniques

The numerical model solves the Reynolds averaged 
momentum equation by introduction of the hydrostatic 
assumption and the topography following sigma coordinate 
transformation, as well as the k-ε turbulent model, which 
has been widely applied in the channel computation [25]. 
The application of numerical technique is based on the finite 
volume method with unstructured grids. The wall boundary 
condition is zero normal velocity. Boundary conditions for 
numerical modelling include roughness height as bed rough-
ness coefficient (Eq. (21)), as well as logarithmic velocity 
profile in turbulent boundary layers.

1 25 4
1 6n s

=
.
/κ

 (21)

To verify the deviated formulas, two series of 3-D 
numerical models with different distortion ratios are 
established. Model designing should follow the similitude 
criteria Eqs. (3)–(6). The values of designed parameters are 
listed in Table 1. To ignore the boundary effects, the width-
depth ratio of each model is larger than 10 [26–32]. The 
depth is divided into 12 layers, as shown in Figs. 3 and 4. 
The modelling results will be used to test the accuracy of 
the prediction formulas in Eqs. (16) and (17) and verify the 
feasibility of the correction method in Eqs. (14) and (15).

3.2. Long open channels

Based on the designed parameters in Table 1, a series 
of long open channels are established as shown in Fig. 3. 
The channel length L = 25B.

In Fig. 5, comparisons of depth-average velocities along 
both y = B/2 and y = B/4 show high goodness of fit, except data 
near the entrance and exit. It means that the design of the 
models satisfies the similitude criteria. Displayed in Fig. 6, 
velocity is faster near the water surface and slower near the 
bed in distorted models, which coincides with the analysis 
of Eq. (11) [33–35]. Velocity gradient in distorted models is 
larger than that in the prototype and increases with distor-
tion ratio. Especially, the tendency lines of prototype and 
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Fig. 2. Distortion of velocity profile of (a) the stream-wise flow and (b) the transverse circulation.



35L. Zhang et al. / Desalination and Water Treatment 149 (2019) 31–42

ε = 1 overlap, indicating that the geometric scales do not 
affect the numerical modelling.

In Fig. 7, predicted values of scaling effect rate are 
calculated by prediction Eq. (16), and calculated values 
are gained by applying numerical modelling results into  
Δ = (up/um−λh

1/2)/λh
1/2. The right Y-axis shows the correspond-

ing relative depth η. As shown in Fig. 7, all the points gather 
around the correlation line y = x. It proves that the predicted 
values are consistent with the calculated values.

In each chart, the data of different positions overlap, 
indicating that the scaling effects are related only to relative 
roughness but independent of velocity or whole water depth, 
when the distortion ratio is settled [36–38]. So the formula 
can be applied not only to the individual locations but also 
to the whole water zone. In conclusion, Eq. (16) could be a 
good choice to estimate the scaling effects, as long as the 
experimental parameters are decided.

Characteristic patterns show among charts of Fig. 7, 
whose distortion ratios differ. In the layers of one location, 
Δ = 0 only when η = 0.37, that is, there is no scaling effect 
where the velocity equals the average velocity. Upon this, 
the velocity is faster due to distorted effects. But the error 
is not much, and the deviation value is usually within 15%. 
Underneath it, velocity is slower, and the influence should 
not be ignored. The closer the survey spot is to the bed, 
the lager the deviation, far exceeding 100%. In this exam-
ple, most error is up to 300%, which happens in the model 
with a distortion ratio of 9. It is against experimental expe-
riences but still meaningful. This is because that these data 
are extracted at η = 0.01, a position that most experiments 
cannot measure. The range of data set is wider when ε 
increases, showing more scaling effects on velocity distribu-
tion. It matches the regulation shown in Eq. (16), which is 

the deviation value nonlinear to distortion ratio. The distor-
tion ratio and relative water depth are significant influence 
factors to the distortion of velocity profile.

3.3. Bend channels

The second series is of bend channels. The design of 
cross section is in accordance with Table 1. The bend angle 
is 180° to insure the transverse circulation well developed in 
the bends. The base slope along the channel is small while 
the lateral slope is 0. To reduce the boundary affection and 
guarantee turbulent evaluation, two strange channels, whose 
lengths are 5 times the radius of the bends Rb, are added as 
entrance and exit. Cross sections of angles 15°, 45°, 60°, 90°, 
120°, 135°, and 165° are chosen as survey cross sections 1#, 2#, 
3#, 4#, 5#, 6#, and 7#.

The centers of surveyed cross sections are chosen to ver-
ify the scaling effect rates of stream-wise velocity profile. 
According to Fig. 8, they are quite similar with those in long 
open channels. On account of its little value compared with 
stream-wise flow, the transverse circulation can hardly affect 
the stream-wise flow.

Since the scaling effect rates are identical with Eq. (16), 
this paper chooses one cross section, 1#, to display the correc-
tion method for stream-wise velocity. When converting the 
modelling results into their values in the prototype, the tra-
ditional similitude criterion Eq. (2) is used before correction, 
while improved criterion Eq. (14) is used after correction. As 
shown in Fig. 9, the correction method successfully reduces 
the scaling effects by making velocity profile closer to the 
prototype.

Cross sections 1#, 2#, 4#, and 6# are chosen to verify the 
correcting method of transverse velocity. When converting 

Table 1
Designed parameters in 3-D numerical modelling

Distortion 
ratio ε

Horizontal 
scale λl

Vertical 
scale λh

Channel 
width B(m)

Water depth 
h(m)

Average velocity 
ū(m/s)

Discharge 
Q(m3/s)

Manning 
roughness n

Prototype 1 1 2,000 20 2 80,000 0.016
1 50 50 40 0.4 0.282843 4.525483 0.008336
2 200 100 10 0.2 0.2 0.4 0.010503
3 300 100 6.667 0.2 0.2 0.266667 0.012863
4 400 100 5 0.2 0.2 0.2 0.014853
5 500 100 4 0.2 0.2 0.16 0.016606
6 1,000 166.6667 2 0.12 0.154919 0.037181 0.016707
7 1,000 142.8571 2 0.14 0.167332 0.046853 0.018515
8 1,000 125 2 0.16 0.178885 0.057243 0.020239
9 1,000 111.1111 2 0.18 0.189737 0.068305 0.021892

(ε = λl/λh, λB = λl, λū = λh
1/2, λQ = λh

3/2 λl, λn = λR
1/6/λC = λh

2/3 λl
−1/2).

 

Fig. 3. 3-D numerical models in long open channel.
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Fig. 4. 3-D numerical model in bend channels.
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the modelling results into their values in the prototype, 
the traditional similitude criterion Eq. (2) is used before 
correction, while improved criterion Eq. (15) is used after 
correction.

Fig. 10 uses contour lines to show the distribution of 
transverse circulation ur. The data before correction indicate 
that the scaling effects on transverse circulation is no longer 
numerical difference but a problem by orders of magnitude. 
At all the cross sections, the contour lines of ε = 1 are consis-
tent with those of the prototype, even for cross section 1#, 
where the transverse circulation is still developing due to its 
short distance to the entrance. Deviation grows up from ε = 2 
and rapidly increases with ε. Before correction, the contour 

lines of transverse circulation whose distortion ratios are 
5 and 9 form observable circles near the bed. It is identical 
with the analysis that the extremum spot moves upward and 
is enlarged by times in distorted models.

The correcting method manages to eliminate the circles 
and reduces the enlargement, proving that the correction 
method for transverse circulation has enough accuracy. For 
all cross sections in ε = 2 and 5, the contour lines after cor-
rection move closer to the prototype. But the fitness is not 
so good for ε = 9, especially beside the banks. The transverse 
velocity is not fit with the values in prototype as well as 
ε = 1, but the deviation is successfully reduced by orders of 
magnitude.
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Fig. 8. Comparison of scaling effects between predicted and calculated values of stream-wise velocity profile in bend channels: 
predicted values of scaling effect rate are calculated by Eq. (16); calculated values are calculated by Δ = (up/um–λh

1/2)/λh
1/2.
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Fig. 9. The velocity profile of stream-wise velocity uθ in bend channels before and after correction at cross section 1#, where Eq. (2) is 
used before correction and Eq. (14) is used after correction.
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Though the scaling effects are reduced by correction 
method, there are still discrepancies beside the chan-
nel banks. The more the model is distorted, the more the 
discrepancy. The reason is that the wall function cannot 
be covered by the mathematical derivation in Chapter 2.  
The turbulence near wall is strengthened in more dis-
torted models, which is another scaling effect needed to be 
considered.

4. Conclusions

The scaling effects are no longer qualitative problems 
but can be calculated. By deriving mathematical formulas, 
scaling effects of different parameters are revealed in the 
prediction formulas of Eqs. (16) and (17). The introduction of 
the un-dimensional parameter, the relative roughness, helps 
to simplify the formula form, making the formulas more 
convenient to be applied.

On velocity profile, the effects are directly linked with 
distorted ratio, relative water depth, and relative bed rough-
ness. For different experimental prototypes, the scaling 
effects will differ because of different parameters. The pre-
diction formulas are appropriate for selecting a distortion 
plan within a certain tolerance.

The velocity gradients of both stream-wise velocity and 
transverse circulation are enlarged by geometric distortion, 
making a larger shear stress. It will surely affect the mass 
transport within the surveyed water.

The research finds the location where scaling effects affect 
most, which is in the bottom. Moreover, the effects increase 
when approaching the bed. According to this, when design-
ing models focused on parameters close to bed, bedload 
transport for example, researchers must choose a distorted 
ratio as small as possible to avoid quadric errors.

The scaling effects are inevitable in distorted models but 
can be corrected by Eqs. (14) and (15), which are improve-
ments for traditional criteria when converting experimental 
results into their corresponding values in the prototypes. 
There is still discrepancy but acceptable.

Numerical modelling can be applied to researches on 
scaling effects of distorted hydraulic laboratory experiments. 
The values of the parameters should be critically selected by 
the similitude criteria.

Symbols

a — Relative roughness, a = −1 – ln η0
C — Chézy coefficient, C = R1/6/n
D — The whole water depth
ε — Distortion ratio, ε = λl/λh

Fr — Froude number, F u
glr =

g — Gravity acceleration
h — Vertical height
J — Hydraulic gradient, J = h/l
Ks — Roughness height

ε =1 ε =2

ε =5 ε =9  

(a) 

ε =1 ε =2

ε =5 ε =9  

(b) 
ε =1 ε =2

ε =5 ε =9  
(c) 

ε =1 ε =2

ε =5 ε =9  
(d)  

the prototype, before correction,  after correction  

Fig. 10. The velocity profile of transverse circulation ur in bend channels before and after correction: (a) at cross section 1#, (b) at cross 
section 2#, (c) at cross section 4#, and (d) at cross section 6#, where Eq. (2) is used before correction and Eq. (15) is used after correction.
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l — Horizontal length
n — Roughness coefficient
P — The intensity of pressure
R — Hydraulic radius, R = D in wide and shallow waters
u — Flow velocity
ū — Depth-average velocity, u udz

D

= ∫
0

u* — The friction velocity, u gRJ* =

z — The height to the bed
z0 — the height where ux = uy = 0
η — The relative depth, η = z/D
κ — Von Karman coefficient
λ — Scale of its subscript, λf = fp/fm
λh — Vertical geometric scale
λl — Horizontal geometric scale
μt — Eddy viscosity coefficient
ν — Fluid kinematic viscosity
ρ — Fluid density

Subscripts

m — Value in the model
p — Value in the prototype
r — Span-wise coordinate axis
z — Vertical coordinate axis
θ — Stream-wise coordinate axis
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Appendix A

R = D in wide and shallow channels.
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Appendix B

The transverse velocity profile is calculated as
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Substitute a C g= κ /  into Eq. (B.1) and Eq. (13), the 
velocity scales are calculated as
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where F F
a
F

a
F= + +0 1 2

21 1 , F0 = 3.3η – 1.5η lnη – 2.025, 

F1 = – 0.75η ln2η + 2.4η lnη – 2lnη – 2.4η, F2 = 2(1 + lnη).
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Eq. (14) is same with Eq. (A.7), again proving the 
accuracy of usage of logarithmic velocity profile.
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To simplify Eq. (B.8), the approximate values are applied 
by least square method.

ε
ε

ε ε
ε ε

F
F

F
F a

F
F a

F
F

A B Em

p p p p p p

= + × + × = + +0
3 2

1
2

2
2 2

/

 (B.9)

where A, B, and E are undetermined parameters related to 
η and ap.
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Table A1
Reference values of A, B, and E

ap η\A 3 4 5 6 7 8 10 12 14 16 18 20

0.01 −1.09 0.368 −0.069 −0.101 −0.1 −0.093 −0.079 −0.067 −0.058 −0.051 −0.046 −0.041
0.05 0.385 0.032 −0.033 −0.048 −0.051 −0.05 −0.045 −0.04 −0.035 −0.032 −0.029 −0.026
0.1 0.173 0.016 −0.023 −0.034 −0.037 −0.037 −0.034 −0.03 −0.027 −0.024 −0.022 −0.02
0.2 0.086 0.011 −0.012 −0.02 −0.022 −0.023 −0.022 −0.02 −0.018 −0.016 −0.015 −0.014
0.3 0.044 0.009 −0.003 −0.008 −0.01 −0.01 −0.01 −0.01 −0.009 −0.008 −0.008 −0.007
0.4 −0.013 0.006 0.014 0.017 0.018 0.018 0.017 0.016 0.015 0.014 0.013 0.012
0.5 −0.298 −0.055 −1.155 −0.311 −0.217 −0.172 −0.125 −0.1 −0.083 −0.071 −0.062 −0.055
0.6 0.336 0.027 −0.032 −0.047 −0.05 −0.049 −0.044 −0.039 −0.034 −0.031 −0.028 −0.025
0.7 0.179 0.023 −0.018 −0.031 −0.034 −0.035 −0.032 −0.029 −0.026 −0.024 −0.021 −0.02
0.8 0.142 0.022 −0.012 −0.024 −0.028 −0.029 −0.027 −0.025 −0.022 −0.02 −0.019 −0.017
0.9 0.125 0.022 −0.009 −0.02 −0.024 −0.025 −0.024 −0.022 −0.02 −0.018 −0.017 −0.015
1 0.115 0.023 −0.007 −0.017 −0.021 −0.022 −0.022 −0.02 −0.018 −0.017 −0.015 −0.014

B

0.01 9.735 −9.236 −1.592 −0.388 0.079 0.321 0.563 0.681 0.751 0.796 0.827 0.851
0.05 −2.501 −0.431 0.163 0.425 0.568 0.657 0.784 0.816 0.852 0.876 0.894 0.907
0.1 −0.625 0.156 0.457 0.608 0.696 0.754 0.84 0.862 0.888 0.905 0.918 0.928
0.2 0.232 0.543 0.685 0.763 0.811 0.844 0.895 0.909 0.925 0.936 0.945 0.951
0.3 0.677 0.792 0.85 0.884 0.906 0.921 0.945 0.952 0.96 0.966 0.97 0.974
0.4 1.266 1.196 1.156 1.13 1.111 1.097 1.073 1.065 1.056 1.049 1.044 1.039
0.5 4.116 6.738 −21.923 −2.282 −0.684 −0.108 0.448 0.555 0.661 0.728 0.773 0.805

(Table A1 Continued)
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Reference values of A, B, and E are listed in Table A1.
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ap η\A 3 4 5 6 7 8 10 12 14 16 18 20

B

0.6 −2.122 −0.33 0.21 0.453 0.588 0.672 0.792 0.823 0.857 0.88 0.897 0.91
0.7 −0.55 0.181 0.47 0.616 0.702 0.758 0.843 0.865 0.89 0.907 0.92 0.929
0.8 −0.159 0.349 0.565 0.68 0.749 0.795 0.865 0.883 0.904 0.919 0.93 0.938
0.9 0.027 0.436 0.618 0.716 0.776 0.816 0.878 0.894 0.913 0.926 0.936 0.944
1 0.139 0.491 0.652 0.739 0.793 0.83 0.886 0.902 0.919 0.931 0.941 0.948
E
0.01 −7.662 9.893 2.668 1.493 1.024 0.775 0.517 0.387 0.308 0.256 0.219 0.191
0.05 3.124 1.402 0.872 0.625 0.484 0.394 0.286 0.224 0.184 0.156 0.135 0.12
0.1 1.455 0.83 0.567 0.427 0.341 0.284 0.211 0.168 0.14 0.119 0.104 0.092
0.2 0.684 0.447 0.328 0.258 0.212 0.179 0.137 0.111 0.093 0.08 0.07 0.063
0.3 0.28 0.199 0.153 0.124 0.104 0.09 0.07 0.058 0.049 0.042 0.037 0.034
0.4 −0.254 −0.203 −0.171 −0.147 −0.13 −0.116 −0.096 −0.081 −0.071 −0.063 −0.056 −0.051
0.5 −2.825 −5.697 24.143 3.602 1.906 1.284 0.77 0.547 0.423 0.344 0.29 0.251
0.6 2.793 1.307 0.825 0.595 0.463 0.378 0.276 0.216 0.178 0.151 0.131 0.116
0.7 1.374 0.798 0.55 0.416 0.333 0.277 0.207 0.165 0.137 0.117 0.102 0.091
0.8 1.019 0.631 0.448 0.345 0.28 0.235 0.177 0.142 0.118 0.102 0.089 0.079
0.9 0.85 0.543 0.392 0.305 0.249 0.21 0.159 0.128 0.107 0.092 0.081 0.072
1 0.748 0.488 0.356 0.279 0.228 0.193 0.147 0.119 0.1 0.086 0.075 0.067
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