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a b s t r a c t
The purpose of this work was to find the optimal configuration for an off-grid, renewable energy 
reverse osmosis desalination (RO) system. The objective was to find the lowest levelized cost of 
energy (LCOE), with power reliability as the constraint. A genetic algorithm was used to solve the 
nonlinear integer programming problem. A site with brackish groundwater in Arizona, USA, was 
selected. The capacity of the RO system was 11.36 m3/d (3,000 gal/d), requiring a constant power 
consumption of 2.366 kW. The results showed that the optimal configuration was a hybrid photo-
voltaic/wind/diesel/battery system with LCOE 0.527 USD/kWh and the corresponding levelized cost 
of water 3.585 USD/m3, which were about half of the 7.9 USD/m3 currently paid by residents in the 
area. Sensitivity analyses showed that: (a) the LCOE was fairly insensitive to photovoltaic panel tilt 
angle over a range; (b) the optimal tilt angle for the hybrid system must be found in the context of 
the performance of the entire system; (c) the “more hybrid” the renewable energy system, the lower 
the LCOE; (d) the LCOE value was monotone increasing as diesel price or discount rate increasing, 
respectively, and different diesel price or discount rate could bring different optimal configurations 
with diesel generators.

Keywords:  Brackish water desalination; Reverse osmosis; Renewable energy; Optimal sizing; Genetic 
algorithm

1. Introduction

1.1. Background

Access to affordable, reliable electricity and clean drink-
ing water remain as two of the greatest challenges faced by 
the society. In 2015, the World Health Organization esti-
mated that more than 840 million people worldwide lacked 
drinkable water, and that an additional 260 million had 
limited access, spending more than half an hour per day 
to collect water from improved sources [1]. Shannon et.al. 
[2] reported that 97.5% of all water resources on the earth 
are saline (in the oceans and saline aquifers); therefore 

harnessing desalination to clean water could have a dramatic 
effect on addressing water scarcity. With regard to electricity, 
the International energy agency (IEA) reported that in 2016, 
the number of people lacking access to electricity exceeded 
one billion [3]. Geographically, the preponderance of these 
people live in the same developing areas of the world where 
water scarcity is an issue.

The IEA further reported that, since 2012, 34% of new 
grid connections had electricity provided by renewable 
energy (RE) sources, and that off-grid/mini-grid systems 
were implemented in 6% of the cases. They go on to proj-
ect that by 2030, over 60% of new electricity access will be 
provided by renewable energy sources, and that off-grid 



D. Xu, T. Acker / Desalination and Water Treatment 163 (2019) 67–8268

and mini-grid systems will provide about half of the new 
access [3]. The implication here is that as future water devel-
opment occurs, it will frequently be coupled to renewable 
energy systems.

There are numerous technologies for desalinating water, 
all of which use thermal energy, electrical energy or a combi-
nation [4]. For brackish water resources that have lower total 
dissolved solids (TDS) (1,000 mg/L < TDS < 10,000 mg/L) 
than seawater (>35,000 mg/L), electrically driven membrane 
technologies such as reverse osmosis (RO), nanofiltration 
and electrodialysis are practical, since the energy required 
to desalinate drops significantly with TDS level [5,6]. In 
the past two decades, desalination technologies have been 
improved and costs have been decreased. Desalination is 
currently growing at a significant combined annual growth 
rate of 7.4%, with RO as the dominant technology account-
ing for about 70% of installations [7]. In rural areas with 
brackish water where renewable energy resources exist, RO 
desalination is a good choice for water desalination [8–11].

With the need for rural development of both electricity and 
potable water resources, and with the emergence of renew-
able energy as cost competitive at off-grid sites and with some 
instances of grid extension, it is important to study renewable 
energy powered desalination. Several recent publications 
have reviewed renewable energy powered desalination, 
pointing out the advantages and challenges of employing 
renewable energy [8–15]. Gude and Nirmalakhandan [6] 
made the point that desalinating brackish water sources 
with renewable energy in rural regions represent “rational 
and logical approaches”. However, as Mathioulakis et al. 
[14] indicated that a major problem exists in the optimal 
economic design of renewable- energy-powered desalination 
plants, especially in remote or arid areas.

The artificial intelligence-based technics for optimal 
design of renewable energy hybrid power systems include 
genetic algorithm (GA), particle swarm optimization, evo-
lutionary particle swarm optimization and ant colony 
optimization, etc. A genetic algorithm is a stochastic global 
search method based on natural selection, the process that 
drives biological evolution, and it does not require derivative 
or other auxiliary information. GA has several advantages: it 
can solve problems with multiple solutions, easy to under-
stand and can easily be transferred to existing simulations 
and models, etc. GAs can be used to solve both constrained 
and unconstrained optimization problems [16,17].

The Southwest Navajo Nation (SNN) is a rural area in 
northeastern Arizona, USA, which has a large amount of 
accessible brackish groundwater with poor water quality 
[18]. The SNN has about 12,000 residents, who haul potable 
water, averaging 0.38 m3 (100 gal) per capita for household 
and livestock use. In transporting this water, residents drive 
an average of 48 km/d costing 3–10 USD per 0.38 m3 of potable 
water [19]. As a reference, this rate is approximately 10 times 
what people in Flagstaff, Arizona pay for water, 0.39 USD per 
0.38 m3 [20]. Arizona is often called the ‘solar capital’ of the 
US, despite the state’s tremendous solar and other renewable 
resources, and this includes the SNN [21].

The Navajo Nation, in consultation with the U.S. Bureau 
of Reclamation, has made the decision to develop a desali-
nation system powered by renewable energy at Leupp 
Coconino County, Arizona (35.4313°N, 111.1123°W), where 

brine pumped water physical condition is 1,000 mg/L of dis-
solved minerals.

The reference papers in Section 1.1 are listed in Table 1.

1.2. Objectives

A fresh water production of 11.36 m3/d (3,000 gal/d) 
through RO was chosen. The objective was to find the opti-
mal, least cost, configuration for a renewable energy reverse 
osmosis desalination (REROD) system, in which wind tur-
bine generators (WTG), photovoltaic (PV) panels, a diesel 
generator (DG) and a battery bank are candidate power 
sources. The optimization problem can be formulated as a 
nonlinear integer programming and a genetic algorithm was 
used to solve it.

2. Problem formulations

2.1. Renewable energy reverse osmosis desalination 
system topology

Fig. 1 shows a schematic of the studied REROD system. 
The system consists of two main parts: an RE system and an 
RO system. In Fig. 1, the RO system is represented by the box 
in the lower left corner whereas the rest of the figure shows 
the components of the RE system. In the present study, the 
capacity of the RO system was a design condition, with a 
required output of clean water of 11.36 m3/d. Consistent with 
recommended practice, the electric power consumption of 
the RO system was assumed to be constant [22], and the sys-
tem was not permitted to be dispatched below its full output 
and was required to stay operating at all times, except when 
out of service for maintenance. Thus, the focus of this study 
was the optimal sizing of the RE system instead of the entire 
REROD system.

The RE system was built upon an alternating current 
(AC) bus. The voltage and frequency stability depends upon 
a DG or a cluster of bi-directional converters connected to a 
battery bank. The cluster of bi-directional converters is the 
central control unit, which dispatches the diesel power gen-
eration through a signal cable connection. The solar and wind 
power generation are connected to the AC bus via inverters, 
and the RO system gets its power supply from the AC bus.

Optimization of the RE system was broken into three 
distinct activities [23]:

• Simulation of RE system operation – for each candidate 
RE system, the performance of the entire system and each 

Table 1
Classification of reference papers in Section 1.1

Topics References

Scarcity of drinkable water [1,2]
Renewable energy in new electricity access [3]
Desalination technology selection [4–11]
Renewable energy in desalination [8–15]
GA [16,17]
Situation of clean drinking water in SNN, Arizona [18–20]
Renewable resources in SNN, Arizona [21]
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of its components in serving the RO system load is simu-
lated. In the genetic algorithm to be described later, only 
those RE systems that can adequately serve the system 
load are considered in the optimization.

• Optimization – use a genetic algorithm to select the best 
RE system design from the many possible alternatives 
based upon the objective function of minimizing the 
levelized cost of energy (LCOE).

• Sensitivity analysis – once an optimal design is identified, 
perform a sensitivity analysis to determine how sensitive 
the LCOE is to changes in it input parameters.

The first task undertaken to perform the optimization 
was to create a simulation of the RE system performance. 
As shown in Fig. 1, the RE system may be composed of 
combinations of the following components: solar PV panels, 
WTGs, one DG, and/or battery energy storage (batt). To per-
form the simulation, it was necessary to build mathematical 
models of each RE system component and the load, which 
is the RO system power consumption. In the section that 
follows, the RE system models will be described.

2.2. Models employed in the REROD system simulation

2.2.1. Solar energy conversion related models

2.2.1.1. Hay–Davies–Klucher–Reindl model

It is necessary to compute the solar radiation incident 
on a tilted surface using the known radiation on a horizon-
tal surface. The tilted surface total solar radiation consists 
of beam radiation and diffuse radiation from the sky and 
ground-reflected radiation. The diffuse radiation is the 
sum of three components: circumsolar and isotropic diffuse 
and horizon brightening. The Hay-Davies-Klucher-Reindl 
anisotropic model [24] was used to compute the total 

hourly incident irradiance on a tilted PV panel surface, ḠT, 
in W/m2:
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where, Ai = ḠB/ḠO, and is a function of the atmosphere 
transmittance regarding beam radiation.

2.2.1.2. Photovoltaic panel electric power conversion model

With the total hourly incident irradiance on a tilted PV 
panel surface known, it is next necessary to compute PV 
panel average hourly output power. The computational 
model given by France Lasnier and Tony Gan Ang [25] 
was used, which defines the current–voltage relationships 
based on PV panel electrical characteristics. The effects of 
radiation level and panel temperature upon output power 
are considered. The output power PMP from a PV panel with 
maximum power point tracking is given as:
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2.2.2. Wind turbine generator models

Due to the high dependence of wind power on the wind 
speed, and because the wind speed data available was not 
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Fig. 1. Schematic of the REROD system.
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at the turbine hub height, the hub height wind speed was 
calculated using the following power-law relationship [26]:

V H H V2 2 1 1= ( )α  (3)

Because the terrain is relatively flat and there is not much 
vegetation, a 1/7th power law boundary layer profile similar 
to turbulent flow over a flat plate was selected.

With an estimate of the hub height wind speed now 
known, the power output of a WTG can be calculated using its 
experimentally verified power curve. The power curve maps 
the power output to the hub height wind speed. The Tumo-
Int series WTGs were considered in this work as typical of 
small turbines currently available in the market [27]. Turbines 
with rated power outputs of 1, 2 and 3 kW were coded a 
type I, II and III. Their power curves are shown in Fig. 2.

2.2.3. Diesel generator models

In order to provide continuous power to the RO system 
in this off-grid system, the wind and/or PV power needs to 
be coupled with a combustion engine, batteries or both. For 
this study, the combustion engine selected was a Cummins 
Onan QD, 5 kW, quiet commercial mobile diesel generator 
[28,29]. The engine’s output power-fuel curve, drawn with 
least-squares fitting method shown in Fig. 3, was used to 
calculate the diesel fuel consumption.

The filters, which are for diesel, air and lubricant, need 
replacement every 500 working hours [30]. The DG was set 
to run at 50%–75% of its rated power for fuel efficiency and 
mechanical health. When use of a DG was required, the RO 
system power consumption was about 50% of the DG rated 
power, thus guaranteeing a minimum DG load rate. In the 
simulation, the DG could be set to turn on when the battery 
state of charge (SOC) falls below a user-defined threshold, as 
will be described in a following subsection.

2.2.4. Models of lead acid batteries

Due to their long history of use and well understood 
cost and maintenance characteristics, lead-acid batteries were 
selected for this study. To calculate battery lifetime, the 
Ampere-hour (Ah) counting model [23] was used. The depth 
of discharge (DOD)-cycles to failure relations for general 
valve regulated lead acid (VRLA) batteries were chosen. 
Fig. 4 shows the VRLA battery lifetime curves [31]. The DOD 
is the absolute discharge relative to the rated cell capacity, 
which is assumed to remain unchanged as it ages [32]. For 
the Ah counting model, battery lifetime Ah throughput is 
obtained by multiplying the lifetime throughput coefficient 
and the rated Ah capacity. This model is employed in the 
commercially available renewable energy off-grid optimiza-
tion software HOMER, in which there is an assumption that 
DOD does not affect the lifetime throughput. In the present 
work, the mean lifetime Ah throughput is the mean lifetime 
throughput coefficient multiplied by the rated Ah capacity. 
The battery bank lifetime is given as:
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VRLA 200Ah, 2 V batteries were used, with 24 batteries 
connected in one string, summing to 48 V per string. The 
mean lifetime throughput coefficient of the batteries was 
587.5, thus the VRLA battery mean lifetime Ah throughput 
was 587.5 × 200 = 117,500 Ah. The batteries have a round-
trip efficiency of 0.85 [33] and the DOD was set as 50% to 
avoid deep discharge which harms the batteries and shortens 
their lives.

2.2.5. Power conditioning equipment models

The solar inverters, wind inverters, and bi-directional 
converters were modeled using conversion efficiencies. The 
bi-directional converter working efficiency depends on its 
role as an inverter or rectifier. The specific equipment selected 
for use in this off-grid system will be described later.

Fig. 2. Power curves for the Tumo-Int series WTGs (symbols are 
from the product data sheet [27]).

Fig. 3. Output power–fuel consumption curve of Cummins 
Onan Commercial QD 5 kW diesel generator (the three points 
are from the specification data sheet [28]).
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2.2.6. Modeling of RO desalination

The electric power required for desalination PDEM is 
affected by the hourly volumetric water demand HWD of 
the RO system and the mean specific energy consumption 
for desalination SDC. That is [34],

P H SDEM WD DC=  (5)

The average energy consumption for RO system tech-
nology ranges from 3.7 to 8 kWh/m3, and generally the 
smaller the size the higher the power consumption [35]. 
The power consumption was set at 5 kWh/m3 for the RO 
desalination unit, given the brackish water quality available 
at the site [22], and including the well pump and energy 
recovery devices.

Traditionally desalination systems are designed to oper-
ate with a constant power input. Usually, an unstable power 
input makes the desalination system operate in non-optimal 
conditions and this may cause severe operational prob-
lems. For example, due to power supply variation, frequent 
starting and stopping and partial load operation can lead 
to scaling, fouling, and unpredictable phenomena of mem-
branes in RO systems [22]. The RO equipment capacity was 
selected as 11.36 m3/d (3,000 gal/d) according to the fresh 
water demand, and the RO system is assumed to work at its 
constant and rated electric load. Under these conditions, the 
HWD is 0.47 m3/h and the hourly average power consumption 
is 2.366 kW.

In the RO system the fresh water tank volumetric capac-
ity is proportional to the daily fresh water demand DWD. 
To ensure desalination system autonomy, 2 d storage period 
was chosen [34], so the fresh water tank volume Vtank is

V Dtank WD= 2  (6)

2.3. RE system operation simulation

The logistic model and time series method [36] were 
used for the simulation. Logistical models are employed 

for long-term performance predictions and system sizing. 
Within each time step of the simulation, an energy balance 
approached is adopted where energy is conserved at each 
time step and throughout the entire simulation.

The simulation period was one year and the time step was 
one hour. During each time step, the solar, wind and diesel 
energy and load were assumed to be constant. The energy 
generated by the WTGs, PV panels and the DG for hour t, 
Egen,t, is expressed as:

gen, WTG WTG, inv,wind PV PV, inv,solar DG,t t t tE N E N E E= η + η +  (7)

If the energy generated from the PV panels, WTGs and 
the DG exceeds that of the RO load demand, the battery 
bank will be charged. Thus, if charging, at the end of hour t:

E E E Et t t tbatt, batt, gen, load, rect,bi ch,batt= −( ) + −( )−1 1 σ η η  (8)

If the load demand is greater than the energy generated, 
then the battery bank will be discharged with the amount 
to cover the deficit. At the end of hour t, if discharging, the 
energy stored in the battery bank is given by:

E E
E E

t t
t t

batt, batt, 1
load, gen,

disch,batt inv,bi

= −( ) −
−( )

(− 1 σ
η η ))

 (9)

2.4. System dispatch and power reliability

In order to supply the electrical load, the power resources 
were dispatched in the following order [37]:

• the WTGs and PV panels
• the batteries
• the DG

The micro-cycling dispatch strategy [38] was employed. 
The generator starts when the battery SOC drops to a defined 
SOC set point (SOCstart), and stops if the renewable energy 
production plus the battery bank can cover the load. The 
SOCstart is determined based upon a defined permissible DOD, 
as follows:

SOC DODstart = −1  (10)

Generally, DOD = 0.5 is safe for VRLA batteries lifetime. 
The batteries SOC at the end of hour t SOCt is:

SOC batt,

batt,rated
t

tE
E

=  (11)

Ideally, the battery bank is recharged from renewable 
energy as much as possible. However, if at the beginning of 
a time step the SOCt < SOCstart, then the DGs are instructed to 
start and produce power for the hour. In the next time step, if 
renewable energy plus the battery bank covers the load and 
SOCt > SOCstart, then the DGs stop; otherwise, the DGs keep 
running. When the SOCt = 1, and if there is excess renewable 
energy, the renewable power generation will be constrained.

Fig. 4. Lifetime curves of a general VRLA battery (average 
lifetime throughput coefficient is 587.5).
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If there is not a DG in any particular configuration of 
the hybrid power system being simulated, then any unmet 
electric load demand must be recorded, and there will be 
no water production because the RO system shuts down. 
When the generated energy plus that stored in the batteries is 
insufficient to satisfy the load demand for hour t, that deficit 
is tabulated as the “loss of power supply” (LPS) for hour t, 
and can be expressed as:

LPS SOCload, gen, batt, batt,rated start disch,t t t tE E E E= − + −( )−1 η bbatt inv,biη( )   
 (12)

The loss of power supply probability (LPSP) over the 
period of the simulation, T, for example, over the course of 
a year, is the ratio of the sum of LPSt values to the sum of 
the electric load demand throughout that period, as defined 
by [16]:
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LPS
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= =
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The LPSP is the power reliability index of the RE system. 
The power reliability can be guaranteed when a DG is in the 
power system (assuming the fuel tank for the DG is appro-
priately sized), while it cannot necessarily be guaranteed in a 
pure renewable energy system. Because the RO system needs 
to work at a constant rated load and because it is desirable to 
run the RO continuously between its maintenance intervals 
(no shut downs), any power system configuration with an 
LPSP > 0 was discarded as an infeasible solution.

2.5. Cost functions

The LCOE calculation method used by U.S. Department 
of Energy [39] was employed for the RE system,
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where IP, MP and FP represent the investment, maintenance 
and operations, and fuel costs of the RE system, E is the 
energy produced, and r is the discount rate. Table 2 lists the 
items considered in the LCOE analysis of the RE system. 
When equipment replacements occur, the investment expen-
ditures are used in that year.

Following the definition of LCOE presented above, the 
levelized cost of water (LCOW) is defined below, which could 
also be employed as the cost function for the REROD system,

LCOW
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Note QW is the quantity of water produced over the anal-
ysis period (annually in this study), and that the RO system 
life cycle cost, as indicated by the LCOW, is an annualized 
cost that takes into consideration the time value of money. 
It is similar to the LCOE but includes the RO system and 
tank capital cost and their operation and maintenance cost. 
The RO system operation and maintenance costs include 
its maintenance cost, the membrane replacement cost and 
chemicals costs [34].

As the capacity and electric power consumption of the 
RO system can be predetermined and is unchanging because 
the output is assumed constant (no dispatch), the optimal 
sizing of the RE system was studied instead of the entire 
REROD system. Therefore, the LCOE was adopted as the 
objective function in sizing the RE system. The LCOW is also 
an important index in terms of desalination.

2.6. Optimization problem formulation

The optimal sizing of the RE systems was formulated as a 
single criteria integer programming as:

 min  LCOE
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where:

NPV = NPV,sNPV,p

Nbatt = Nbatt,sNbatt,p

The objective was to minimize the LCOE of the RE sys-
tem. The LPSP was set as the constraint for feasible solutions, 
and is represented by the LPSPset. The WTG types and sizes, 
PV panel tilt angles and sizes, battery capacities and DG 
sizes have a considerable influence on the power reliability 
and LCOE and can be optimized. For convenience, in every 
solution only one type of WTGs was applied. All the deci-
sion variables were integers. The optimization is an nonlinear 
integer programming problem with the constraint calculated 
by simulation.

From a practical point of view, the amount of radiation 
received using PV panels with a fixed tilt angle equal to 
the latitude is only slightly less than that using a monthly 
adjusted tilt angle. The fixed tilt angle method was employed 
because it would requires less-expensive equipment and 
less maintenance [40]. The fixed tilt angle that would pro-
duce the most energy over the course of a year depends on 
the meteorological and topographical conditions of the loca-
tion. In this optimization study, the fixed tilt angle was set 
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as an integer in degrees with a possible range of tilt angles 
from [0°, 90°].

2.7. Genetic algorithm

The flowchart of the GA used in this research is shown 
in Fig. 5. Each block in the flowchart identifies an import-
ant step in the process, each of which are described further 
below. The REROD system simulation, economic computa-
tion and GA optimization codes were written in the software 
package MATLAB. The GA functions used were from the 
Complex Optimization and Decision-Making Laboratory, 
University of Sheffield [17].

2.7.1. Operation parameters

At the beginning of the program set the operational 
parameters, which include the number of individuals Nind, 
crossover rate Rcro, mutation rate Rmut, number of generations 
Niter, LPSPset, SOCstart, and lifetime of the system, n, in number 
of years.

2.7.2. Initializing population

Integer encoding was used and the population data 
structure was given as:
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Each row corresponds to an individual in the population, 
where an individual represents one possible configuration 
of the RE system. The elements in each row represent the 
decision variables that characterize that individual. For 
example, g1,2 represents decision variable 2 in individual 1. 
The decision variables of an individual are sequenced in the 
following order: [TypeWTG NWTG β NPV,p Nbatt,p NDG], represent-
ing the type of WTG, the number of WTGs, the tilt angle of 
the PV, the number of strings of PV in parallel, the number 
of battery strings in parallel, and the number of DGs. After 
a population of individuals is created, each individual is 
run through a simulation of its performance over 8,760 h 
of 1 year. The LPSP of every individual is calculated in 
the simulation, and inspected to see if LPSP > LPSPset. The 
refusal strategy was used, and individuals not up to grade 

are given up and new individuals are created and checked 
until the whole population is formed.

2.7.3. Objective and fitness values

For individuals that meet the LPSP requirement, their 
objective values, LCOE, are computed. The ranking algo-
rithm is suitable for minimization of the objective function. 
Individuals are marked with fitness according to their rank 
in the population instead of their raw performance, so local 
convergence can be prevented.

2.7.4. Selection

Selection is the process of determining the number of off-
spring that an individual will produce. Based on the fitness of 
individuals, a probabilistic selection of individuals is carried 
out. The roulette wheel selection method was employed.

check

initializing 
population

objective and 
fitness values

selection

crossover mutation

operation 
parameters 

reinsertion

decision

output

 
Fig. 5. Flowchart of the GA [17].

Table 2
Items considered in LCOE analysis

WTG PV  
panel

DG Wind  
inverter

Solar  
inverter

Bidirectional 
converter

Battery

IP * * * * * * *
MP * * * * * * *
FP *
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2.7.5. Crossover

Crossover brings new individuals that have some parts 
of the parent’s genetic information.

2.7.6. Mutation

Mutation provides a guarantee that the probability of 
searching any of the solution space will never be zero, and 
acts as a safety net to recover good genetic information 
that may be lost during the action of selection and cross-
over. A high mutation rate can increase the level of possible 
exploration of the solution space without influence on the 
convergence characteristics.

2.7.7. Check

The individuals produced from the previous steps must 
be checked to ensure they meet LPSP requirement. The 
refusal strategy was employed, and individuals not up to 
grade are given up and new individuals are created.

2.7.8. Reinsertion

To maintain the scale of the population in each gen-
eration, the child individuals are reinserted into the father 
population. When selecting which members of the father 
population should be replaced, the most common strategy is 
to replace the least fit members. This method can effectively 
implement an elitist strategy in which the most fit individuals 
will probabilistically survive through successive generations. 
With this method, a high crossover rate and mutation rate 
can be employed to improve the GA’s performance without 
more stochastic fluctuations. Rudolph has proven that with 
an elitism strategy GAs can converge to the global optimal 
solution [41].

2.7.9. Termination decision

The GA is terminated after a pre-defined number of gen-
erations. The number of generations is chosen based upon 
experience. The objective function can also be plotted vs. 
generation to see if it has indeed come to a minimum. If it 
has not, the number of generations can be increased, or other 
parameter settings of the GA modified.

3. Data

The third-version typical meteorological year data sets 
(TMY3s) contain hourly solar radiation data and meteoro-
logical data for a 1-year period [42]. The location of Winslow, 
Arizona, at latitude 35.033°N and longitude 110.717°W, 
and elevation 1,490 m was chosen, which is nearest to 
Leupp among the locations in TMY3s. The data of global 
horizontal radiation, diffuse horizontal radiation, extrater-
restrial horizontal radiation, temperature and wind speed 
in the TMY3s were employed, with the ground reflectance 
as 0.2. Wind speed is assumed to be at a height of 10 m [43] 
above the ground surface. The global horizontal radiation 
and wind speed are shown in Figs. 6 and 7, respectively. 
Note that the radiation and wind speed are highest during 

the spring months, which are normally dry and windy. 
The radiation drops off in the summer due to seasonal 
monsoon rains that bring cloud cover, and the wind speed 
is less vigorous.

The technical specifications and economic data for each 
of the RE system components are shown in Table 3, along 
with the discount rate and project lifetime. Note that there 
are three types of WTGs, all from the same manufacturer. 
The RO and water tank specifications are taken as indus-
try averages. The purpose of this optimization was to 
choose components with good, yet typical performance 
specifications and costs, and see what is the best configu-
ration when faced with thousands of possible combinations 
of those components.

4. Simulation verification

Homer software [33] was used to verify the RE system 
simulation accuracy in this study. A configuration [TypeWTG 
NWTG β NPV,p Nbatt,p NDG] = [II 3 35° 6 1 1] was chosen, and 
LPSPset = 0, SOCstart = 0.5 and n = 10 years. Parameters and 

Fig. 6. TMY3 global horizontal radiation at Winslow, AZ.

Fig. 7. TMY3 wind speed at Winslow, AZ.
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Table 3
Technical specifications and economic data

Parameters Value Reference

Discount rate 3%
Project lifetime 10 years
WTG (Tumo-int) [27]
Type and capital cost Type I – 1 kW 3-blade, 2,000 USD

Type II – 2 kW 3-blade, 4,000 USD
Type III – 3 kW 5-blade, 5,000 USD

Hub height 30 m
Annual maintenance cost 5% of capital cost
Lifetime 10 years
Wind inverter (SMA Windy Boy) [44,45]
Efficiency 0.93
Capital cost 1 USD/W
Annual maintenance cost 3% of capital cost
Lifetime 10 years
PV panel (SolarWorld SW270 Black Mono) [46]
Maximum power 270 W
Maximum power point current at ROCsa 8.81 A
Short circuit current at ROCs 9.44 A
Maximum power point voltage at ROCs 30.9 V
Temperature coefficient for short circuit current 0.0004 A/°C
Temperature coefficient for open circuit voltage –0.0031 V/°C
Module efficiency 16.10%
Capital cost 290 USD/piece
Annual maintenance cost 3% of capital cost
Lifetime 20 years
Solar inverter (SMA Sunny Boy) [47,48]
Module efficiency 95%
Capital cost 0.37 USD/W
Annual maintenance cost 3% of capital cost
Lifetime 10 years
DG (Cummins Onan QD 5kW) [28–30,33,49,50]
Rated power 5 kW
Capital cost 8,135 USD
Filters duration time 500 h
Filters cost 50 USD
Lifetime 10,000 h
Cost of diesel 0.86 USD/L
Annual maintenance cost 5% of capital cost
VRLA battery (Enersys PowerSafe OPzV) [33,51,52]
Rated capacity 200 Ah, 2 V
Charging efficiency 0.85
Discharging efficiency 1
Capital cost 300 USD/kWh
Annual maintenance cost 3% of capital cost
Lifetime (shown in Fig. 2)
Bi-directional converter (SMA Sunny Island) [53,54]
Inverter efficiency 94.5%
Rectifier efficiency 98%
Capital cost 0.7 USD/W

(Continued)
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data used in the simulation program of this study were 
input into the Homer. The simulation accuracy comparison 
is shown in Table 4. The simulation results of this study are 
close to that of Homer. When an RE system configuration is 
fixed, its operational cost is mainly affected by DG operation 
time, diesel consumption and battery replacement (Ah 
throughput), etc., so the overall accuracy of the simulation 
program is good.

5. Results and discussion

The numbers of PV panels and batteries in series were 
determined as three and 24, respectively, in order to match 
the input voltage requirements of their respective invert-
ers. The decision variables that define each individual are 
organized in the following order: [TypeWTG NWTG β NPV,p Nbatt,p 
NDG], where β is allowed to be an integer value in the range 
[0°, 90°]. The simulation results for each individual includes 
the annual fuel consumption, DG running time and bat-
tery bank Ah throughput. These outputs were used in the 
LCOE cost calculation, Eq. (14). Let Nind = 500, Rcro = 0.75, 
Rmut = 0.7 and Niter = 1,000, LPSPset = 0, SOCstart = 0.5. Let 
n = 10 years, since the lifetimes of the WTGs, wind invert-
ers, solar inverters, bidirectional converters and RO equip-
ment employed in this study are 10 years, and that of DGs 

and batteries are shorter. Generally, in terms of engineering 
realization, for the next 10 years the best way is to redesign 
an REROD system using state of the art technologies based 
on the remained PV panels and water tank than to design an 
REROD system for 20 years at present time.

Running the GA resulted in the optimal solution 
[II 2 23° 6 1 1] having the lowest LCOE = 0.527 USD/kWh. 
The LCOE plotted vs. PV panel tilt angle is shown by the 
lower curve (open circle markers) in Fig. 8, and 23° and 
25° bring the lowest cost. Also observe in Fig. 8 that the 
LCOE changes very little for tilt angles between 10° and 
40°. Another interesting observation from Fig. 8 is the big 
jump in LCOE that occurs at a tilt angle of 73°. At this tilt 
angle, an additional replacement of the batteries is required 
causing an increase in the costs and consequently step 
change in the LCOE. Another typical solution [II 6 β 3 1 1] is 
shown as a reference in Fig. 8. For the optimal solution, as 
described previously, when the DG was started, it was set 
to run at 75% of its rated power, 3.75 kW. After powering 
the RO load at 2.366 kW, the remaining 1.384 kW could be 
utilized to charge the battery bank. The charging current 
was about 28.27 A after rectifiers, which is 0.14 C for a bat-
tery string. A charging current less than 0.2 C is considered 
good [37], and therefore the DG rated power selection is 
proper.

Parameters Value Reference

Annual maintenance cost 3% of capital cost
Lifetime 10 years
RO equipment (Water business: DS-2) [34,55]
Rated capacity 3,000–3,600 gal/d
Capital cost 13,425 USD
Maintenance cost of RO system 0.2 USD/m3

Membrane replacement cost 0.06 USD/m3

Number of membrane replacements per year 2
Cost of chemicals 0.06 USD/m3

Lifetime 10 years
Water tank [34]
Capital cost 255 USD/m3

Annual maintenance cost 3% of capital cost

*ROC: reference operating condition.

Table 3 Continued

Table 4
Simulation accuracy comparison

Homer Simulation  
program

Deviation from 
Homer (%)

PV (kWh/year) 10,582 10,306 –2.6
WTG (kWh/year) 12,001 11,124 –7.3
DG (kWh/year) 7,974 7,995 +0.3
DG operation hour (h/year) 2,130 2,132 +0.1
Diesel consumption (L/year) 3,941 4,037 +2.4
Battery Ah throughput (kWh/year) 4,486 4,415 –1.6

aPV and wind energy generated was measured on the AC bus.
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For the optimal solution, the annual DG running time 
is 2,532 h (29% of the year), with a diesel consumption of 
4,794 L, and an LCOW = 3.585 USD/m3. During the 10-year 
life of the system, the battery bank was changed eight 
times and DG four times. The LCOE of 0.527 USD/kWh is 
about four times of the average residential electricity price 
in Arizona in 2018 of 0.13 USD/kWh [56]. The LCOW of 
3.585 USD/m3 was more than two times the average water 
price in Arizona in 2017 of 1.62 USD/m3 [57]. However, the 
LCOW is less than half of the 7.9 USD/m3 currently paid by 
residents that live in the area, and on the lower end of the 
range of 3–10 USD per 0.38 m3 paid for transported water 
by residents in the area [19].

Monthly power generation of the optimal solution is 
shown in Fig. 9, and the DG daily running time for 1 year 
is shown in Fig. 10. Both the wind and solar energy are 
abundant in spring and early summer, as shown in Figs. 6, 7 
and 9, and the DG runs more to complement the insufficient 
renewable energy in the fall and winter. Monthly SOC of the 
battery bank is shown in Fig. 11. Note that the SOC does 
not fall below 0.5, and spends a majority of the time in the 
range of 0.60–0.85. In Figs. 9 and 11, although PV and wind 
energy generated in June is more than that in July, the aver-
age SOC in June is lower than that in July. The reason is the 
solar and wind energy is more complementary in July than 
that in June.

The shape of the variation of the LCOE value when plot-
ted vs. tilt angle in Fig. 8 is consistent with and similar to 
shape of plots of the DG running hours and fuel consump-
tion vs. tilt angle, both shown in Fig. 12. The same was true 
for the battery bank wear.

Energy outputs of the three types of WTGs for a TMY3 
year is shown in Fig. 13. The type II (2 kW) WTG produces 
the maximum energy, which means the GA made the right 
choice. The optimal tilt angles of solution [II 2 β 6 1 1] were 
23° and 25°, which that are less than the latitude. It is often 
true that a PV panel will produce the most energy over the 
course of a year if titled at an angle equal to the latitude, 
therefore it is worth considering why the optimal solution 
finds a different angle. Using the TMY3 data, the energy 

output of a single PV panel at this site was computed and 
plotted vs. tilt angle (Fig. 14), showing that the energy out-
put is indeed the greatest when the panel tilt angle is equal to 
latitude. The optimal tilt angles were computed for another 
RE system configuration [II 6 β 3 1 1] and found to be 39°, 
40° and 41°, as shown by the upper curve (open diamonds) 
in Fig. 8. These tilt angles are all greater than latitude. 
The important point here is that for a hybrid power system 
containing wind and solar energy, the optimal tilt angle is 
not necessarily equal to latitude, but rather is dependent 
upon the combination of energy sources and their timing. 
The optimal tilt angle for the hybrid system must be found in 
the context of the performance of the entire system and not 
any single component or parameter.

Fig. 15 shows a cost comparison of the optimal solutions 
found by the GA corresponding to the seven power system 
configurations a–g. The best configuration was ‘wind/PV/

Fig. 8. LCOE vs. PV panel tilt angle for solutions [II 2 β 6 1 1] and 
[II 6 β 3 1 1].

Fig. 9. Monthly power generation of the optimal solution 
[II 2 23° (25°) 6 1 1].

Fig. 10. DG daily running time for one year of the optimal 
solution [II 2 23° (25°) 6 1 1].
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DG/battery’ with its optimal solution [II 2 23° (25°) 6 1 1] 
and LCOE = 0.527 USD/kWh mentioned before. The next 
was solution [N N 34° 6 1 1] with LCOE = 0.534 USD/kWh. 
In considering the LCOEs for each system, notice that the 
costs increase when moving from left (more hybrid) to right 
(less hybrid). This means that hybrid systems are the most 
economical. The reason is that the multiple kinds of energy 
complement each other at this site.

The capacities of battery banks were small in the con-
figurations that include a DG and renewable energy, while 
they were large in the configurations supplied only by 
renewable energy. Dispatchable DG can provide power at 
times when renewable energy is insufficient, so configura-
tions with DGs need a small battery capacity and avoid lost 
energy due to the battery bank round-trip efficiency at 85%. 
On the contrary, configurations of pure renewable energy 
need dispatchable battery banks to complement the intermit-
tent renewable energy, so the battery bank capacity is large.

Fig. 11. Monthly SOC of the battery bank of the optimal solution 
[II 2 23° (25°) 6 1 1].

Fig. 13. Energy outputs of the three types of WTGs for a 
TMY3 year.

Fig. 14. One SW270 Black Mono PV panel energy output for a 
TMY3 year.

Fig. 15. Cost comparison of the optimal solutions corresponding 
to the seven power system configurations.

Fig. 12. Diesel consumption variation of the optimal solution 
[II 2 23° (25°) 6 1 1].
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Fig. 16 shows the results of a sensitivity analysis on 
the diesel price, plotting the LCOE vs. diesel price for the 
optimal solutions found at each diesel price. The LCOE 
value was monotone increasing as diesel price increasing. 
In interval [0.5, 0.9] USD/L, the optimal solution was [II 2 
23° (25°) 6 1 1], and in interval [0.9, 1.1] USD/L, the optimal 
solution was [N N 34° 6 1 1], which is the same as config-
uration b shown in Fig. 15. When diesel price was greater 
than 1.1 USD/L ‘wind/PV/battery’ won. Fig. 17 shows the 
results of a sensitivity analysis on the discount rate, plotting 
the LCOE vs. discount rate for the optimal solutions found 
at each discount rate. The LCOE value also was monotone 
increasing as discount rate increasing. In interval [0.01, 0.06], 
the optimal solution was [II 2 23° (25°) 6 1 1], and in interval 
[0.06, 0.08] the optimal solution was [N N 34° 6 1 1].

6. Conclusions

• The optimal configuration was [II 2 23° (25°) 6 1 1], with 
the lowest LCOE = 0.527 USD/kWh and the corresponding 

LCOW = 3.585 USD/m3. Tilt angles 23° and 25° were opti-
mal for this configuration. The battery bank charging 
current was 0.14C, which was proper, when the DG run-
ning. Sensitivity analyses showed that the LCOE was 
fairly insensitive to photovoltaic panel tilt angle over a 
range from 15° to 40°. The LCOW was less than half of the 
7.9 USD/m3 currently paid by residents in the area.

• For a hybrid power system containing solar energy, 
the optimal tilt angle was not necessarily equal to lati-
tude. The optimal tilt angle for the hybrid system must 
be found in the context of the performance of the entire 
system and not any single component or parameter.

• The 2 kW WTG produced the maximum energy for 
a TMY3 year among the three types of WTGs, which 
meant the GA made the right choice.

• The “more hybrid” the renewable energy power system, 
the lower the LCOE.

• Configurations with DGs needed a small battery bank 
capacity, while configurations of pure renewable energy 
needed a large battery bank capacity.

• The LCOE value was monotone increasing as diesel 
price or discount rate increasing, respectively. Different 
diesel price or discount rate could bring different optimal 
configurations with DGs.

Acknowledgements

This research was supported by the Science Research 
Project (No. 16JK1506) of Education Department of Shaanxi 
Provincial Government, P. R. China. The authors would also 
like to appreciate the authors of the GA toolbox in University 
of Sheffield for making their code freely available.

Symbols

Ai —  Index of anisotropy
DWD — Daily volumetric fresh water demand, m3

Ebatt,t —  Energy stored in the battery bank at the end of 
hour t, kWh

Ebatt,rated —  Energy stored in the battery bank when at 
rated capacity, kWh

EDG,t —  Energy generated by the diesel generator, 
kWh

Egen,t — Energy generated for hour t, kWh
Eload,t — Load demand for hour t, kW
Ej — Electricity generation in year j, kWh
EPV,t —  Energy generated by the photovoltaic panel, 

kWh
EWTG,t —  Energy generated by the wind turbine genera-

tor, kWh
f — Modulating factor
FP,j —  Fuel expenditures of the renewable energy 

system in year j, USD
Ḡ — Mean global horizontal irradiance, W/m2

ḠB —  Direct beam part of the mean global horizon-
tal irradiance, W/m2

ḠD —  Diffuse part of the mean global horizontal 
irradiance, W/m2

ḠO —  Average extraterrestrial irradiance at the top 
of the earth’s atmosphere, W/m2

Fig. 16. Sensitive analysis on diesel price.

Fig. 17. Sensitive analysis on discount rate.
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Gref —  Irradiance under reference operating condi-
tions, 1,000 W/m2

ḠT —  Hourly incident irradiance on the tilted pho-
tovoltaic panel surface, W/m2

HWD —  Hourly volumetric water demand of the 
reverse osmosis system, m3/h

H — Height, m
IRO,j —  Reverse osmosis system investment expendi-

tures in year j (including financing), USD
IMP —  Maximum power point current of a photovol-

taic panel, A
IMP,ref —  IMP under reference operating conditions, A
IP,j —  Renewable energy system investment expen-

ditures in year j (including financing), USD
ISC,ref —  Short circuit current under reference operat-

ing conditions, A
Itank,j —  Investment expenditures in the tank in year j 

(including financing), USD
j — Year j
Lind —  Number of decision variables that define an 

individual
LPSPset —  Loss of power supply probability set value
MRO,j —  Operations and maintenance expenditures for 

the reverse osmosis system in year j, USD
MP,j —  Operations and maintenance expenditures for 

the renewable system in year j, USD
Mtank,j —  Operations and maintenance expenditures for 

the tank in year j, USD
n — Analysis period, year
Nbatt — Number of batteries in the battery bank
Nbatt,p — Number of battery strings parallel
Nbatt,s — Number of batteries in a string
Niter — Number of generations
Nind — Number of individuals in a population
NPV — Number of photovoltaic panels
NPV,p —  Number of strings of photovoltaic panels in 

parallel
NPV,s — Number of photovoltaic panels in a string
NWTG — Number of wind turbine generators
PDEM — Electric power required for desalination, kW
PMP —  Photovoltaic panel maximum power point 

power, W
Qlifetime — Battery lifetime energy throughput, Ah
Qthrpt — Battery bank annual energy throughput, Ah
QW,j j — Water production in year j, m3

r — Discount rate
Rcro — Crossover rate
RB —  Beam radiation ratio: incident radiation on a 

tilted surface divided by that on a horizontal 
surface

Rbatt — Life of the battery, year
Rbatt,f — Battery float life, year
Rmut — Mutation rate
SDC —  Average specific energy consumption for 

desalination, kWh/m3

SOCstart —  State of charge set point to start diesel 
generators

TC —  Operating temperature of the photovoltaic 
panel, °C

TC,ref —  Photovoltaic panel temperature of 25°C under 
reference operating conditions

TYPEWTG — Type of wind turbine generators
Vk — Wind speed at height k (Hk), m/s
VMP —  Photovoltaic panel voltage at maximum 

power point, V
VMP,ref — VMP under reference operating conditions, V
Vtank — Fresh water tank volumetric capacity, m3

α — Surface roughness factor
β — Photovoltaic panel tilt angle, degree
ηch,batt — Battery charging efficiency
ηdisch,batt — Battery discharging efficiency
ηinv,bi —  Bidirectional converter efficiency when as an 

inverter
ηinv,solar — Efficiency of the solar inverter
ηinv,wind — Efficiency of the wind inverter
ηrect,bi —  Bidirectional converter efficiency when as a 

rectifier
µI,sc —  Short circuit current temperature coefficient, 

A/°C
µV,oc —  Open circuit voltage temperature coefficient, 

V/°C
ρG — Ground reflectance
σ — Battery hourly self-discharge rate
AC — Alternating current
Ah — Ampere-hour
DG — Diesel generator
DOD — Depth of discharge
GA — Genetic algorithm
IEA — International Energy Agency
LCOE — Levelized cost of energy
LPS — Loss of power supply
LPSP — Loss of power supply probability
PV — Photovoltaic
RE — Renewable energy
REROD —  Renewable energy reverse osmosis 

desalination
RO — Reverse osmosis
SNN — Southwest Navajo Nation
SOC — State of charge
TDS — Total dissolved solids
USD — United States dollar
VRLA — Valve regulated lead acid
WTG — Wind turbine generator
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