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a b s t r a c t
This study aimed at employing three data-driven models, namely the Hammerstein–Weiner 
(HW) model, support vector machine (SVM), and feedforward back propagation neural network 
(FFBPNN) and traditional multi-linear regression, as well as two non-linear ensemble techniques 
viz: HW-ensemble and FFBPNN-ensemble, were employed to predict chemical oxygen demand 
(CODeff). For the prediction of the CODeff, two types of data were used, the first one being environ-
mental data from the new Nicosia waste water treatment plant conductivity (Condinf), including 
total nitrogen (TNinf), total phosphorus (TPinf) and one-effluent parameter CODeff as M1, where the 
second was meteorology data from the National Aeronautics and Space Administration (NASA) (at 
2 m above the Earth’s surface), such as relative humidity (R2H), maximum temperature (T2M_M) 
and mean temperature (T2M) as M2, in a hybrid model M3, which was a combination of both the 
meteorology and environmental data M1 and M2. According to the performance criteria RMSE and 
DC of the single models, values of HW-M1 (0.0308 and 0.9686), HW-M2 (0.0322 and 0.9093) and 
SVM-M3 (0.025 and 0.9486) were recorded. The ensemble technique improved the performance of 
the single models in the verification phase by 12% and 19% for HW-E and FFBPNN-E, respectively.
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1. Introduction

With expanding urbanization, climate change and indus-
trialization, water quality is being reduced due to natural 
processes and anthropogenic activities. Natural processes 
such as climate change, volcanic eruptions and forest fires 
are making significant contributions to the reduction in 
water quality, along with anthropogenic activities such as 

industrial effluent, urban development, mining domestic 
discharge and agricultural drainage and so on. Seasonal 
variations play essential roles in determining the quality 
of wastewater before it is being discharged for human con-
sumption and agriculture [1,2]. To deal with industrial efflu-
ent, as well as domestic and environmental pollutants, a 
wastewater treatment plant (WWTP) as a complex dynamic 
system plays the role of processing the influent diluted 
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mixture of waste and processes it to reduce the effluent con-
centration so that it will not cause changes in the natural 
environment or affect human health, which is paramount for 
the sustainable development and protection of ecosystems 
according to the United Nations Educational, Scientific and 
Cultural Organization (UNESCO) [3–5].

Climate change and meteorology patterns can affect 
the quality of the influent of the water treatment based on 
parameters such as precipitation, relative humidity and 
temperature. At the same time, the effluent can also be 
affected by the same factor [1,2]. To safeguard the environ-
ment and public health, proper control and operation of 
WWTPs as complicated and dynamical systems is essential. 
The quality of treated and raw effluent has a considerable 
impact on the performance and operation of any WWTP 
[6]. The influent flow has a significant influence on the 
entire WWTP and energy consumption; however, it is dif-
ficult to measure some dominant variables such as chemi-
cal oxygen demand (COD) and biological oxygen demand 
(BOD) as they require a 5-d incubation period. To control 
and manage the effluent quality, it is crucial to predict 
the effluent at future times [7].

The complexity of the mechanism of WWTP makes its 
operational control difficult. Traditionally linear approxi-
mation methods are adopted for modelling of the complex 
treatment system. Reliable and sustainable methods are 
required to determine the performance of WWTP based 
on mass flow rate coupled with balanced equations for 
microbial growth substratum consumption, which is time- 
consuming, complex and involves non-linear interactions 
[8]. The prediction of complex WWTP by classical methods 
is difficult; as such, convenient and reliable modelling tools 
can play an important role in monitoring and simulating the 
overall performance of the WWTP. To overcome the draw-
backs of the traditional linear methods, non-linear artificial 
intelligence methods have been recently applied due to their 
flexibility, accuracy and promising applications in different 
fields such as engineering, medicine, and sciences [9–11]. 

As reported by Zhao et al. [2], seasonal variations have 
an impact on the parameters of wastewater. Based on the 
multi-pollution source water quality model (MPSWQM) 
integrated with Bayesian statistics to improve water qual-
ity management using load reduction, the curve of decay 
rate (k) was estimated for the whole year from multi-source; 
Heilongjiang Province and Harbin City, which are being 
considered as the key factor in MPSWQM. To improve  
robustness, key decision-makers could pick up values 
of k to attain the quality goal at any specific time. Based 
on surface water samples collected from three different 
stretches of the river, it is reported that seasonal varia-
tions and spatial-temporal changes affect the water quality. 
Different parameters such as the temperature of the water, 
pH, BOD, COD, electrical conductivity, total dissolved sol-
ids (TDS) and total alkalinity mean were considered and 
compared with WHO and ISI standards; according to the 
research, the water is not safe for human consumption. 
The two-way ANOVA was used to analyze the parameters 
based on seasonality and location. It was observed that 
high-temperature decrease solubility of BOD, elevated level 
of COD and lowered the concentration of DO. Therefore, 
with long-term effect of temperature, the quality of water 

in the river will be affected [1]. Gaya et al. [12] compared 
ANN with HW in the prediction of influent turbidity of 
WTP using different input parameters. The results showed 
that ANN outperformed HW, thus indicating that ANN 
can serve as an acceptable tool for the prediction of tur-
bidity in WTP. 

Similarly, De Wu and Lo [13] employed ANN and 
ANFIS models with pH and colour as inputs to predict the 
real-time coagulant dosage in a WTP. The prediction perfor-
mance of ANN was lower in terms of accuracy compared 
with ANFIS. Al-Asheh et al. [14] predicted the influent 
parameters in WTP using auto-regressive integrated mov-
ing average (ARIMA) and neural network auto-regres-
sion (NNAR) models for the prediction of influent WTP 
parameter. While ARIMA performed well in terms of pre-
diction in their research, the performance of NNAR was 
better. Abdulkadir et al. [10] forecasted the daily rainfall at 
Ercan airport in Northern Cyprus using ANFIS, ANN and 
multi-linear regression (MLR), where ANFIS was found to 
be the most reliable.

More recent state-of-art studies were carried in the 
field of WWTP for instance, Kang et al. [15] proposed ANN 
model for the simulation of odour concentration in WWTP 
using different input variables (BOD, pH, DO). The results 
indicated that odour concentration can be successfully pre-
dicted using the most utilized AI model (ANN). Yaqub et 
al. [16] adopted long short-term memory (LSTM) for mod-
elling and removal of ammonium (NH4–N), total nitrogen 
(TN), and total phosphorus (TP) in an anaerobic membrane 
bioreactor (MBR) using various influent parameters. Based 
on the evaluation criteria, the proposed deep learning state 
of art model (LSTM) displayed the promising ability with 
regards to the removal and the prediction of NH4–N, TN, 
and TP. Ansari et al. [17] employed neuro-fuzzy logic model 
coupled with GA and optimization of particle swam algo-
rithms (PSO), the study served as the multi-parametric 
modelling including BOD, COD, NH3–N, pH, oil and grease 
(OG), and SS. The outcomes indicated that both GA-FIS, 
and POS-FIS outperformed ANFIS model in terms of error 
estimate. Anter et al. [18] proposed a new algorithm based 
on the updated version of whale optimization algorithms 
(WOA) integrated with feature input selection called chaos 
theory and fuzzy logic (CF-BWOA). The model proved the 
capability of detecting sensor faults in WWTP with prom-
ising accuracy. However, the literature contains studies 
[15,17–20] that proposed a predictive approach using a 
novel ensemble learning model namely; ada boost regres-
sion (ABR), gradient boost regression (GBR) and random 
forest regression for the estimation of TDS, BOD, and COD 
in Qom industrial wastewater treatment plant, Iran. Based 
on the performance matrix, the obtained results indicated 
the prediction skill of ABR model for TDS, GBR model for 
both COD and BOD. The main contributions of this research 
are as follows: (1) To propose and compare three AI-based 
models, namely HW, SVM, FFBPNN, and one traditional 
MLR model for the simulation of CODeff from new Nicosia 
WWTP using meteorology, environmental and hybrid 
meteorology and environmental data; (2) To improve 
the performance of the single model using two different 
ensemble learning approaches. (3) To show the correlation 
and effect of meteorology data in the WWTP process.



33A.S. Mubarak et al. / Desalination and Water Treatment 221 (2021) 31–40

2. Materials and methods

2.1. Plant description and used data

The New Nicosia WWTP is the second largest WWTP 
equipped with MBR technology that will serve both the needs 
of both Turkish Cypriots and Greek Cypriots (bio-commu-
nal). The planned project is aimed to serve a population of 
270,000 populations by 2025. The plant will have a 30,000 m3/d 
volume in the first stage and 45,000 m3/d volume for the sec-
ond stage of capacity, based on the rotation approach. About 
10 million m³ of treated water can be reused for agricultural 
purpose every year. From the plant, about 3,000 tons of fer-
tilizer is produced and 10%–20% of the electricity generated 
in the plant will be powered by renewable energy generated 
by the anaerobic sludge digesters, reducing its carbon diox-
ide (CO2) emissions (Fig. 1). The daily data obtained from 
the new Nicosia WWTP were conductivity (Condinf), total 
nitrogen (TNinf), total phosphorus (TPinf) and one effluent 
parameter CODeff. Daily meteorology data were collected 
from the National Aeronautics and Space Administration 
(NASA) (at 2 m above the Earth’s surface) and included rel-
ative humidity (R2H), maximum temperature (T2M_M) and 
mean temperature (T2M). The available data set was divided 
into two parts, where 75% of the data were employed for 
the calibration and the remaining data were used for veri-
fication purposes. The output and the input data were nor-
malized to a range of 0–1 before dividing the data into 75% 
for calibration and 25% for verification [21]. The description 
statistic of the input–output variables is presented in Table 1.

2.2. Proposed model development

The models proposed for the prediction of CODeff. 
in this study for the new Nicosia WWTP were HW, SVM, 
FFBPNN and MLR. The normalized measured data men-
tioned previously were employed to simulate the Nicosia 
meteorology data including relative humidity (R2H), max-
imum temperature (T2M_M) and mean temperature (T2M), 
while environmental data parameters such as Condinf, TNinf, 
and TPinf were used to predict CODeff. In addition, non-lin-
ear ensemble models were proposed using two different 
algorithms (HW-E and FFBPNN-E). Different combinations 
of input parameters for black box data-driven models 
(HW, SVM and FFBPNN) were examined in the model-
ling framework, while for the traditional linear regression, 
MLR was also used. Subsequently, a set of three different 
models (M1, M2 and M3) was derived based on the correla-
tion between the input and output variables as in Eq. (1).
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2.3. Performance criteria

The performances of the predictive models and ensem-
ble techniques are determined after the desire training and 

(a)

(b)

Fig. 1. (a) Map of the study location and (b) diagram of the new Nicosia WWTP process.
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testing phase is achieved. The computed values are evalu-
ated using the following measures of goodness-of-fit, deter-
mination coefficient (DC), root mean square error (RMSE), 
mean square error (MSE) and mean absolute error (MAE).
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where N = number of data used, S̄ = average observed 
data, Ŝi = model computed value, Si = observed value. 

2.2.1. Hammerstein–Weiner model (HW)

Hammerstein–Weiner (HW) model is a black box 
model employed as a non-linear system identification 
tool. In the HW model, the non-linearity follows and 
preceded by a linear dynamic system. The estimator 

configuration of non-linearity estimator for the input 
and output is a piecewise linear function set at 10 units. 
The number of units is proportional to the complexity of 
the system. The intersection of the HW model was char-
acterized as an appropriate illustration with a more pre-
cise and understandable relationship to the linear and 
non-linear systems than the other traditional ANN [22]. 
Also, the HW model involves a flexible and straightfor-
ward process of finding parametric specifications for 
non-linear models and functionally captures physical 
knowledge about the system characteristics [23].

2.2.2. Feed forward back propagation neural network

Artificial neural networks as mathematical models 
have proven to be effective in handling non-linear rela-
tionships between input data and target data. ANNs show 
good performance in various fields when applied in prob-
lems such as classification, pattern recognition, forecasting 
and control systems. A widely applied ANN is FFBPNN, 
in which generated errors in this network are propagated 
back until the desired output is achieved. The FFBPNN 
consists of three layers, as shown in Fig. 2 [8,21].

In this study, the input layer consisted of a combina-
tion of influent parameters of the WWTP and meteorology 
data, while the target was the effluent parameters 
(as shown later in Table 3). The learning rate determines 
the intelligence of the network, which overcomes the prob-
lem of local minimum and convergence of the network by 
using trial and error for both the learning rate and archi-
tecture (number of neurons, number of layers, transfer  
function) [24].

Table 1
Descriptive statistics of the data

Parameters RH2M T2M_MAX T2M Condinf Total Ninf Total Pinf CODeff

Mean 66.33 22.86 20.04 3.25 85.57 11.12 21.94
Standard deviation 8.22 7.24 6.60 0.44 10.24 1.40 3.93
Kurtosis –0.53 –1.14 –1.14 1.74 0.78 6.15 15.98
Skewness 0.07 0.05 0.06 –1.48 –0.04 1.54 2.13
Minimum 46.41 7 5.04 1.4 50 7 2
Maximum 87.26 37.43 32.78 4 121 19 55

X̄, Xmax, Xmin, σ and Csx indicate the mean, maximum, minimum, standard deviation and skewness coefficient, respectively.

Table 2
Correlation analysis of data

Parameters RH2M T2M_MAX T2M Condinf Total Ninf Total Pinf CODeff

RH2M 1
T2M_MAX –0.51467 1
T2M –0.49942 0.995992 1
Condinf –0.11865 0.329437 0.326123 1
Total Ninf –0.02247 0.118767 0.137969 0.143819 1
Total Pinf 0.045282 –0.08983 –0.08013 0.235745 0.460211 1
CODeff 0.242402 –0.26973 –0.28151 0.239672 0.165253 0.289567 1
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2.2.3. Support vector machine

SVM is designed based on machine learning data-driven 
model, which has achieved good performance in regres-
sion, classification and pattern recognition [25]. The dif-
ference between ANN and SVM is that in SVM, structural 
risk minimization and a statistical learning approach are 
employed to reduce the error, complexity and increase the 
performance of the network. The two basic structural lay-
ers of the SVM are the first layer, which weights the kernel 
function of the input, and the second layer, which weights 
the sum of the kernel outputs [25]. In SVM, a linear regres-
sion is first fitted to the data and then the outputs go through 
a non-linear kernel to catch the non-linear pattern of the 
data. Given a set of calibration data {(xi, di)}i

N (xi is the input 
vector, di is the actual value and N is the total number of 
data patterns), the general SVM function is given as:

y f x w x bi= = +( ) ( )φ  (6)

where φ(xi) indicates feature spaces, non-linearly mapped 
from input vector x [25]. The general conceptual model struc-
ture of SVM is illustrated in Fig. 3.

2.2.4. Multilinear regression

MLR is a traditional method based on the least square 
concept used to evaluate the linear relationship between 
dependent and independent variables, which is the value 
of the predicted parameter expressed as a linear func-
tion. The SVM can be categorized into two simple linear 
regressions: SLR and ML, where the SLR predicts the lin-
ear relationship or correlation between one predictor and 
one criterion variable, while the MLR forecasts the linear 
correlation between two or more predictors. The general 
form of MLR can be represented as follows:

Ŷ a a Xj j
j

m

= +
=
∑0

1
 (7)

where Ŷ is the model’s output, Xj are the independent input 
variables to the model, and a0, a1,…, am are partial regression 
coefficients.

3. Results and discussion

It is essential to determine the appropriate range 
of the smoothing factor in any FFBPNN, as it can have a 
significant effect on the simulation ability of the model. 
The smoothing factor needs to have an average value 
because extremely large or small values will affect the 
regression results. Therefore, the smoothing factor was con-
sidered within the range of 0.01–1 [26]. The SSVM model 
with non-linear radial basis function kernel function was 
created for different conditions. For this purpose, different 
γ and σ values were tried through a grid search to obtain 
the best modelling result [27]. Moreover, HW was built 

Fig. 2. Schematic of FFBPNN showing input, hidden and 
output layers.

Fig. 3. Conceptual architecture of SVM algorithm.



A.S. Mubarak et al. / Desalination and Water Treatment 221 (2021) 31–4036

using the system identification toolbox of MATLAB based 
on the configuration of a piecewise linear function (range 
between 10 and 100) for both input and output non-linearity 
predictors in the case of HW model.

In Table 3, the performance criteria for each model are 
presented. The performance criteria for the calibration stage 
are MSE, RMSE, MAE and DC. HW-M1, HW-M2 and SVM-
M3 show great performance for the single models in terms 
of predicting CODeff, with values of 0.0009, 0.0308, 0.0238 
and 0.9686 for MSE, RMSE, MAE and DC, respectively, for 
HW-M1, 0.0010, 0.0322, 0.0252 and 0.9149 for MSE, RMSE, 
MAE and DC, respectively, for HW-M2 and 0.0007, 0.0259, 
0.0181 and 0.9486 for MSE, RMSE, MAE and DC, respec-
tively. It was observed that HW-M1, HW-M2 and SVM-M3 
performed greatly for the single models. Analysis of the M3 
results from each AI and the traditional technique shows 
that the RMSE and the DC, M3 combination can be adopted 
as a satisfying combination for the prediction of CODeff.

To determine the performance on the models, the per-
formance of the verification state RMSE was examined to 
determine the hierarchy of the performance of the mod-
els based on the techniques. For HW, it was observed that 
the performance of HW-M1 based on the RMSE is up to 
15% and 30% greater than HW-M2 and HW-M3, respec-
tively. Also, the performance of SVM-M3 based on RMSE 
is up to 14% and 20% greater than SVM-M2 and SVM-
M3, respectively. And finally, FFBPNN, FFBPNN-M3 out-
performed FFBPNN-M2 with up to 1% and up to 13% for 
FFBPNN-M1. The traditional MLR technique MLR-M3 
showed the best performance of RMSE compared with 
MLR-M2 and MLR-M1 based on the errors, as MLR-2 and 
MLR-M1 attained 8% and 16% more error, respectively, 
compared with MLR-M3 (Figs. 4 and 5). The scatter plot 
for the best single models is presented in Fig. 6.

3.1. Ensemble techniques

In the ensemble techniques, the outputs of the best mod-
els were selected and then fed into the ensemble model 
as inputs. The models employed in this research were 

non-linear HW-E and FFBPNN. Based on the performance 
criteria DC and RMSE, it was observed that HW-E outper-
formed FFBPNN-E, as shown in Table 4, the values of RMSE 
and DC are obtained as 0.0246 and 0.984, and 0.0293 and 
0.961 for HW-E, and FFBPNN-E respectively, the perfor-
mance compared with the single model’s verification state 
have improved by 12% RMSE for HW-E and 19% for the 
FFBPNN-E (Fig. 8). This is due to the robustness of FFBPNN 
in handling non-linear interactions, and its ability to back 
propagate the error produced during the calibration phase 
until the desired result is achieved. Consequently, the pre-
diction can be improved using ensemble techniques for 
the better prediction of CODeff; hence the quality of waste-
water can be determined before being released into water 
bodies for human consumption and agricultural purposes. 
Fig. 9 shows the scatter plots of the two different ensemble 
techniques.

However, several factors affect the model’s perfor-
mance such as overfitting in the case of AI (ANN), class 
in balance, systematic noise associated with the data, 
pre-processing, model types and randomness of the data. 
According to the literature [28–31] for a good analysis of any 
data intelligence model, the efficiency performance should 
include at least one goodness-of-fit (e.g., R2) and at least one 
absolute error measure (e.g., RMSE). Also, several studies 
have already shown that even for the same type of data 
set, the performance results may deviate from one model 
performance to another. For example, R2 does not take into 
consideration any biases that might be present in the data. 
Therefore, a good model might have low R2 value or a model 
that does not fit the data might have a high R2 value. Hence, 
combining the goodness-of-fit, the error measure and biases 
measure could lead to promising and reliable simulation.

4. Conclusion

In this work, the prediction of CODeff was performed 
using conventional MLR and three data-driven models, 
namely HW, SVM and FFBPNN. Three single models were 
considered, namely M1, M2 and M3, where M1 consists 

Table 3
Performance evaluation of HW, SVM, FFBP and MLR

Calibration Verification

Models MSE RMSE MAE DC MSE RMSE MAE DC

HW-M1 0.0009 0.0308 0.0238 0.9686 0.0025 0.0501 0.0311 0.9412
HW-M2 0.0010 0.0322 0.0252 0.9149 0.0034 0.0581 0.0399 0.8951
HW-M3 0.0032 0.0569 0.0464 0.9099 0.0042 0.0652 0.0461 0.8738
SVM-M1 0.0063 0.0797 0.0500 0.8149 0.0063 0.0797 0.0500 0.7111
SVM-M2 0.0028 0.0534 0.0406 0.8506 0.0048 0.0696 0.0430 0.7113
SVM-M3 0.0007 0.0259 0.0181 0.9486 0.0038 0.0620 0.0359 0.8111
FFBPNN-M1 0.0014 0.0378 0.0292 0.7303 0.0056 0.0751 0.0504 0.7676
FFBPNN-M2 0.0034 0.0581 0.0438 0.7144 0.0045 0.0671 0.0428 0.8766
FFBPNN-M3 0.0010 0.0318 0.0232 0.8152 0.0044 0.0663 0.0431 0.8742
MLR-M1 0.0015 0.0382 0.0313 0.6105 0.0060 0.0773 0.0521 0.6032
MLR-M2 0.0038 0.0614 0.0513 0.6372 0.0052 0.0722 0.0463 0.6175
MLR-M3 0.0015 0.0389 0.0320 0.7096 0.0044 0.0663 0.0431 0.7504
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of environmental data from the Nicosia waste water treat-
ment plant, M2 consists of meteorology data, while M3 
is a combination of M1 and M2. The idea behind the data 
selection is to prove the effectiveness of the meteorology 
data in the WWTP process, while two ensemble models 
were also compared to determine the best model that will 
improve the prediction of CODeff before being discharged 
into water bodies for other uses. Based on the single mod-
els, HW-M1, HW-M2 and SVM-M3 proved to be the best 
models based on the RMSE and DC values of 0.0308 and 
0.9686 for HW-M1, 0.0322 and 0.9149 for HW-M2, and 
0.0259 and 0.9486 for SVM-M3, respectively. In terms of 
the ensemble techniques, FFBPNN-E proved to be the 
best with an improvement of up to 19% in RMSE, while 
the HW-E improved the performance by 12%. In con-
clusion, the concept of the hybrid data technique for the 
prediction of CODeff can be adopted into the WWTP (Fig. 7).

Table 4
Performance evaluation of HW-E and FFBPNN-E

Calibration Verification

MSE RMSE MAE DC MSE RMSE MAE DC

HW-E 0.0006 0.0246 0.0202 0.9844 0.0020 0.0446 0.0312 0.9768
FFBPNN-E 0.0009 0.0293 0.0228 0.9619 0.0017 0.0418 0.0279 0.9527

Fig. 4. Time series of the observed and predicted values for (a) HW, (b) SVM, (c) FFBP, and (d) MLR.
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Fig. 6. Scatter plot of results best single models.

Fig. 7. Performance accuracy in terms of RMSE.
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