
* Corresponding authors.

1944-3994/1944-3986 © 2021 Desalination Publications. All rights reserved.

Desalination and Water Treatment 
www.deswater.com

doi: 10.5004/dwt.2021.27184

224 (2021) 106–121
June

An experimental and computational investigation of poly(piperazine- 
amide) thin-film composite membrane for salts separation from water 
using artificial neural network 

Rajesh Mahadevaa, Romil Mehtab, Gaurav Manika,*, Amit Bhattacharyab,*
aDepartment of Polymer and Process Engineering, Indian Institute of Technology, Roorkee, Uttarakhand, India, Tel. +91-9909030497; 
email: rmahadeva@pe.iitr.ac.in (R. Mahadeva), Tel. +91-132 2714340; email: gaurav.manik@pe.iitr.ac.in (G. Manik)  
bMembrane Science and Separation Technology Division, Central Salt and Marine Chemicals Research Institute Bhavnagar, Gujarat, 
India, Tel. +91-7567938978; email: rmlmht@gmail.com (R. Mehta), Tel. +91-278-2567610; email: amit@csmcri.res.in (A. Bhattacharya)

Received 3 September 2020; Accepted 22 February 2021

a b s t r a c t
From ever-evolving techniques for desalination to wastewater treatment, membranes have been 
established themselves as front runners. Recent advances in the development of thin-film com-
posite (TFC), membranes have enabled efficient contaminant separation in terms of ions as well 
as organics to improvise water treatment. In this study, poly(piperazine-amide) based three-layer 
membrane was developed through interfacial polymerization of piperazine (aq.) and 1,3,5-trimesoyl 
chloride (hexane) on a base polysulfone layer supported on non-woven polyester fabric. Membrane 
efficiency, in terms of permeate flux and salt rejection, was evaluated experimentally by separat-
ing NaCl/Na2SO4 from solutions having different salt concentrations (500-20,000 mg/L). The exper-
imental results have been further modeled and simulated using artificial neural network (ANN) 
trained using efficient algorithms: Levenberg-Marquardt backpropagation (LM-BP), scaled con-
jugate gradient backpropagation (SCG-BP), and particle swarm optimization (PSO). Modeling 
performance has been compared using regression coefficient and mean square error. Optimal 
search of acceleration factors (c1 = 1.75/1.5, c2 = 1.75/2.5), weight of inertia (ω = 0.4), swarm size 
(10), and nodes (10) exhibited superior performance for PSO-ANN model than LM-BP-ANN and 
SCG-BP-ANN models to enable efficient modeling of output–input correlations. This combined 
experimental and computational study paves the way for study and development of next-generation 
TFC membrane materials for desalination and inherent process optimization.
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1. Introduction

1.1. Background and motivation

Water scarcity is an enormous challenge for humans, 
animals, and plants. However, only a small amount of clean 
water (~2.5%) present on the earth is available for direct 
use of human consumption [1,2]. At this time, there is a 
high inequality between clean water demand and supply, 

and therefore, around half of the world’s population may 
be stressed by 2030 [1,3]. Hence, various desalination and 
wastewater treatment techniques have gathered signifi-
cant attention from academia and the scientific commu-
nity in the recent era to fulfil the requirement of freshwater 
globally [4].

Over the years, membrane technology has played an 
essential role in removing pesticides/salts very effectively 
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from contaminated/salted water. The growing global 
need for freshwater has driven the widespread devel-
opment of membranes in every aspect, from membrane 
preparation to its engineering [5–7]. The beauty of mem-
brane research is that it is an active method that moves 
forward slowly, and in that process, the development of 
the thin-film composite (TFC) membrane carries immense 
significance. 

The TFC membrane is featured by its network and 
phenomenally varied with change of constituents in dif-
ferent layers. It is a three-layer composite supported on 
polyester (non-woven) fabric. The separation and mechani-
cal functions are assigned to different layers of TFC mem-
branes. In this membrane formation, two different steps 
viz. asymmetric polysulfone membrane and polyamide 
formation are involved [5,8]. 

The asymmetric polysulfone membrane is formed by a 
wet phase separation, which is the most extensively used 
technique. This happens by the interchange of solvent and 
non-solvent through the interface between coagulation 
bath and casting solution. The interfacial polymerization 
reaction occurs between piperazine (C4N2H12) and 1,3,5-tri-
mesoyl chloride (C9H3Cl3O3) on asymmetric polysulfone 
membrane support [5]. An interesting fact of poly(pipera-
zine-amide) membranes is not only its loose network, but 
also its ability to show selective separation of bivalent over 
monovalent. This behavior makes it unique and differ-
ent from poly(1,3-phenylene diamine-amide). In our DFT 
study, we have tried to explain behavior [7].  The interfacial 
polymerization is tuned by varying dipping time in mono-
mers (piperazine and trimesoyl chloride) to prepare two 
different TFC membranes. The separation in terms of mon-
ovalent and bivalent salts is marked for these membranes. 

Further, a review of modeling and simulation of exper-
imental work has been reported earlier using an advanced 
learning technique, i.e., artificial neural network (ANN) 
[4,9,10]. The technique requires no space, cost, instruments, 
time, and energy as compared to the needs of experi-
mentation. It works very effectively for simple as well as 
complex datasets, which are more difficult to predict using 
conventional methods [11–17]. 

Once the neural network has been modeled, then the 
subsequent task is to train the network. It may be trained 
through various training functions/algorithms such 
as genetic algorithm, artificial bee colony, Levenberg-
Marquardt backpropagation (LM-BP), particle swarm 
optimization (PSO), scaled conjugate gradient backpropa-
gation (SCG-BP) algorithms, imperialist competitive algo-
rithm (ICA), and state vector machine [18]. These training 
algorithms find the optimum values of various weights (w) 
and bias (B) of the network. 

1.2. Paper organization and contributions 

This article has been divided into two main parts: the first 
one details the experimental setup and analysis (includes 
materials and methods, analytical techniques, preparation of 
TFC membrane, filtration experiment, experimental results 
and discussion) while the other part focuses on details and 
application of ANN, BP algorithm, PSO method, and their 
hybrids to effectively model and simulate the membrane 

behavior for separating chosen salts (NaCl and Na2SO4) from 
water.

The major contributions of this research have been 
summarized as follows: 

• The development of poly(piperazine-amide) based
three-layer membrane (Memb-I having low flux and
Memb-II having higher flux) through interfacial polym-
erization of piperazine (aq.) and 1,3,5-trimesoyl chlo-
ride (hexane) on a base polysulfone layer supported
on non-woven polyester fabric which has the ability to
separate salts (NaCl and Na2SO4) from water.

• The second contribution is to implement efficient and
advanced modeling techniques (LM-BP-ANN, SCG-BP-
ANN, and PSO-ANN) to analyze the membrane’s behav-
ior observed experimentally. Hence, the performance
results show good agreement between simulation and
the experimental datasets of the membranes.

• The third contribution is to applied optimization
techniques to get best results of membrane performances.

2. Experimental setup

2.1. Materials and methods

The polysulfone (Solvay Advanced Polymers, USA) and 
non-woven polyester fabric (PGI, France) were used for 
the support of TFC membrane. Piperazine (Across Organic, 
USA) and trimesoyl chloride (Sigma-Aldrich, USA) were 
used for interfacial polymerization. Hexane (Merck, India) 
and N,N-dimethylformamide (Loba, India) were used 
as solvents. Separation performances were done using 
sodium sulfate (Fisher Scientific, India) and sodium chlo-
ride (Rankem, India). In the experiment, deionized water 
has been used for experiments. 

2.2. Analytical techniques

The chemical functionalities of poly(piperazine-am-
ide) membranes were evaluated by ATR-FTIR (Agilent 
Technologies). The surface morphology and topography of 
the membrane samples were observed through the atomic 
force microscope (NT-MTD, Russia) and scanning electron 
microscope (JMS-7100F, Russia). The electrokinetic ana-
lyzer (Zeta-CAD, France) with the background electrolyte 
1 mM KCl determined the zeta potential of the membranes. 
The drop shape analyzer (DSA 100, Kruss, Germany) 
determined the hydrophilicity behavior.

2.3. Preparation of thin-film composite 
(poly(piperazine-amide) membranes

Polysulfone (15% w/w) solution was made in dimeth-
ylformamide at 65°C (150 rpm) for 6 h. Casting of poly-
sulfone-based membrane on the non-woven polyester 
fabric by wet phase inversion method with the help of 
prototype casting machine (speed of casting 2 m/min). 
The interfacial polymerization was carried out between pip-
erazine (in water) and trimesoyl chloride, TMC (in hexane). 
First, polysulfone-based membrane was dipped (1 min) in 
piperazine solution after that soaked piperazine membrane 
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was dipped (1 min) in the TMC solution. As the parti-
tion coefficient is high for trimesoyl chloride, the reaction 
occurred in the hexane phase. The details of the condition 
are depicted in Table 1 [5]. 

2.4. Filtration experiment

The filtration experiments were operated at 1.034 MPa 
with an operative membrane area of 0.00152 m2. In this, 
the flow of feed solution was tangential with a cross-flow 
filtration unit having four stainless cells in series, as shown 
in Fig. 1. The salts (NaCl and Na2SO4) separation was per-
formed with different feed concentrations of 500, 1,000, 
2,000, 5,000, 10,000 and 20,000 mg/L. The membrane per-
meates flux (Jv) and the salt rejection R(%) are determined 
by Eqs. (1) and (2), respectively.

J Q
Atv =  (1)

where Jv is the membrane permeate flux (L/m2/h1), Q is the 
permeate volume (L), A is the membrane area (m2), and t is 
the permeate time (h).
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where R(%) is the salt rejection, cp is the permeate concen-
tration (mg/L), and cf is the feed concentration (mg/L).

3. Model development

3.1. Artificial neural network

Nowadays, ANNs serve as major artificial intelligence 
tools to promote researchers to solve various engineering 

as well as medical problems. The developed models are 
simple, precise, achievable, and can capture the non- 
linearity of any system. It is an algorithm that mimics the 
processing in the human brain, is designed to recognize 
patterns in processes and help to solve technical prob-
lems in the system. It has input, hidden, and output layers 
and every layer may have multiple nodes. ANN receives 
inputs from input layers while emitting outputs by output 
layers. However, hidden layers lie between the input and 
output layers. Fig. 2 illustrates a node, the ANN model’s 
simple processing elements, wherein each node receives a 
number of inputs from an external source, executes some 
computation, and produces an output [9,19]. 

The output of a node (y) is defined through Eq. (3), where 
x1, x2, xn are the inputs, w1, w2, wn, are the weights, B is the 
bias, and v is the induced field.
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The inputs of nodes are connected with weights 
(w1, w2, wn) which are calculated in the training procedure. 
Bias B has the additional input also associated with nodes 
and provides constant value to every node. The node 
employs a function to the weighted sum of its inputs called 
activation function f(v). It makes non-linearity into the output 
of a node, as practically datasets are non-linear. In general, 
logsig, tansig, and purelin are the mostly used activation 
functions in modeling [4,19,20]. 

3.2. Modeling strategy

The experimental variables have been divided into 
input and output variables for the separation of NaCl and 
Na2SO4 from solutions using membranes, Memb-I and 
Memb-II described earlier. Table 2 illustrates the eight 

 

Fig. 1. Graphical representation of an experimental cross-flow filtration unit setup: 1, peristaltic pump; 2, stainless steel separation 
cell; 3, pressure gauge meter; 4, pressure value, and 5, permeate.
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possible combinations of events for the modeling. Every 
event has been shown a good agreement between experi-
mental and simulation results of the membrane’s behavior. 
However, event number – 4 has been analyzed in detail in 
this study. The input variables include different salt concen-
trations (500, 1,000, 2,000, 5,000, 10,000 and 20,000 mg/L), 
temperature (~25°C), pressure (~1.034 MPa), and pH (~7) and 
output variables include membrane permeate flux (Jv) in L/
m2/h and salt rejection R(%).

3.3. Implementation of LM-BP-ANN and SCG-BP-ANN models 

Training functions play an essential role in the design-
ing of neural networks. In our models, LM-BP and SCG-BP 
training functions have been used to find optimum pro-
cess outputs. LM-BP functions use Jacobian derivatives 
and are faster to implement but require more memory 
than SCG-BP functions. However, they are not supported 
on graphics processing unit hardware. SCG-BP functions 
use gradient derivatives and though they are not as fast 
as Jacobian backpropagation but they are supported on 
graphics processing unit hardware with the parallel com-
puting toolbox. BP algorithm has a feedforward connection 
of layers and each layer feeds successively into the next 
layers of the system. It provides the system to set inputs 

with expected outputs over the minimization of mean 
square error (MSE) chosen as the error function. Table 3 
describes the summary of used parameters in LM-BP-ANN 
and SCG-BP-ANN prediction models.

3.4. Implementation of PSO-ANN models

Kennedy and Russell [21] have invented a stochastic 
population-based (swarm) search technique called Particle 
Swarm Optimization (PSO). It is inspired by the social 
or collective behavior of birds flocking and initialized by 
a group of random particles. Particles search nearby in a 
multidimensional space, while each particle corrects its 
position according to its own best position called pbest 
and another best value obtained by the neighbor particle 
[22,23]. For finding the best movement velocity and posi-
tions of every particle Eqs. (4) and (5) are employed [20,24]. 
Table 4 describes the summary of the used parameters 
in the PSO-ANN simulation.
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where n is the total number of iterations; i  is the particle 
index; νi

n and νi
n+1 are the particle i velocity at nth and n+1th 

iteration, respectively; xn
i,p is the individual best position 

associated with particle i (pbest); xg
n is the global best value, 

obtained by the particle (gbest); c1, c2 is the acceleration fac-
tors; r1

n, r2
n is the random values; xi

n and xi
n+1 are the particle 

i position at nth and n+1th iteration, respectively; ω is the 
weight of inertia.

3.5. Evaluation performance indices

To the evaluation of LM-BP-ANN, SCG-BP-ANN, and 
PSO-ANN based models, regression coefficient (R2), and 
MSE have been used as the performance indices. They were 
computed and analyzed as per the following equations [20]:
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Table 1
Details of interfacial polymerization conditions of TFC 
membranes (I and II) 

TFC 
membrane

Base 
membrane

Interfacial polymerization 
conditions

Memb-I

15% (w/w) 
polysulfone

PIP, 2% (in water)
Dipping time: 2 min
TMC, 0.1% (in hexane)
Drying: 1 min
Curing temperature: 100°C
Curing time: 4 min

Memb-II

PIP, 2% (in water)
Dipping time: 1 min
TMC, 0.1% (in hexane)
Drying: 1 min
Curing temperature: 100°C
Curing time: 4 min

 

Fig. 2. Simple processing elements of an artificial node of ANN.
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where K is the number of training or validation or testing 
samples, Yl

exp is the experimental data, Yl
pre is the predicted 

data, and Yl
exp  is the mean of experimental data.

MSE pre= −( )
=
∑1

2

1K
Y Yl l

l

K
exp  (7)

where K is the number of training or validation or test-
ing samples, Yl

exp is the experimental data, and Yl
pre is 

the predicted data.

4. Results and discussion

4.1. Membrane characterization

The ATR-FTIR spectra (Fig. 3) analysis of the TFC mem-
branes (I and II) show a similar absorption band 1,626 cm–1 
(carboxylic acid and amide), 1,443 cm–1 assigned to 
poly(piperazine-amide) on the polysulfone base membrane. 

Fig. 4 illustrates the surface morphology of TFC mem-
branes (I and II). Memb-I shows a better density of disperse 
particles as compared to Memb-II. EDAX analysis results 
depict the relatively low nitrogen percentage of Memb-II 
as compared to Memb-I. Atomic force micrograph (AFM) 
analysis of membranes (Fig. 5) shows that the roughness of 
poly(piperazine-amide) increases in comparison to the poly-
sulfone membrane. It suggests that with coating increased 

the roughness increases because of poly(piperazine-amide) 
moiety attached to the surface.  Additionally, the contact 
angles of water droplets captured show that membranes 
(I and II) have gained hydrophilic property (contact angle 52° 
and 48°, respectively) due to coating of poly(piperazine-am-
ide) on the polysulfone membrane which is relatively 

Table 2
Modeling strategy of experimental works with an 8 possible combination of events

Events Input variables Membrane Separation of Output variables

1
(a) Concentration of salts 

(500, 1,000, 2,000, 5,000, 10,000, 
and 20,000 mg/L)

(b) Temperature (~25°C)
(c) Pressure (~1.034 MPa)
(d) pH (~7)

Memb-I (having low flux)
NaCl

(1) Permeate flux 
2 (2) Rejection 
3

Na2SO4

(1) Permeate flux 
4 (2) Rejection
5

Memb-II (having higher flux)
NaCl

(1) Permeate flux
6 (2) Rejection
7

Na2SO4

(1) Permeate flux
8 (2) Rejection

Table 3
Summary of the used parameters in LM-BP-ANN and SCG-BP-ANN prediction models

Models description Values/comments

Number of input layer and nodes 1 layer and 4 nodes
Number of hidden layer and nodes 1 layer (nodes vary) 
Number of output layer and nodes 1 layer and 2 nodes
Number of datasets for training 120 × 5 = 600
Datasets divided for training Training (75%), validation (15%), and testing (15%)
Maximum iterations 1,000
Training functions LM-BP and SCG-BP
Operating tool Neural network toolbox MATLAB-R2019b
System configuration Intel (R) Core (TM) i5-8250U CPU @ 1.60 GHz, 

4 Core(s), 1801 MHz, 8 Logical processors, 
8.00 GB RAM
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Fig. 3. ATR-FTIR analysis of TFC membranes (I and II).
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Table 4
Summary of the used parameters in PSO-ANN (swarm size 5, 10, 15, and 20) model

PSO-ANN description Values/comments

Number of input layer and nodes 1 layer and 4 nodes
Number of hidden layer and nodes 1 layer (nodes vary) 
Number of output layer and nodes 1 layer and 2 nodes
Activation function (hidden layer) Logsig
Activation function (output layer) Purelin
Number of datasets for training 120 × 5 = 600
Maximum iterations 1,000
c1 and c2 1.5 and 2.5
Number of particles (swarm size) 5, 10, 15, and 20
Upper and lower bound of variables +1.5 and −1.5
Objective function ∑((net (inputs)-targets)2)/length (inputs)
Operating tool Neural network toolbox MATLAB-R2019b
System configuration Intel (R) Core (TM) i5-8250U CPU @ 1.60 GHz, 4 Core(s), 

1,801 MHz, 8 Logical processors, 8.00 GB RAM

 
Fig. 4. Scanning electron micrograph and EDAX analysis of membranes (I and II).
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hydrophobic (contact angle 72°) one. The zeta potential 
of Memb-I and Memb-II shows −16.98 and −21.08 mV, 
respectively. Memb-II gives more negative charge because 
amine monomer and acid chloride monomer reaction 
time is less so the presence of free –COOH group is more. 

The permeate flux showed dependence on the dip-
ping time of monomers of interfacial polymerization. 
Water flux was observed to decrease with the increas-
ing feed salt concentration as the elevated osmotic pres-
sure reduces the net applied pressure. Memb-II due to 
mentioned characteristics demonstrated more permeate 
flux than Memb-I. 

4.2. Salts separation performances

The monovalent ion (NaCl) and bivalent ion (Na2SO4) 
separation performances for Memb-I and Memb-II are 
shown in Tables 5 and 6, respectively. The separation per-
formances of bivalent ion over monovalent ion by the 
poly (piperazine-amide) membrane are already reported 
[6,25]. The permeate flux of Memb-II was more for the 
Memb-I because of the interfacial polymerization reaction 
time and the resultant poly(piperazine-amide) layer for-
mation was more. Another observation was that increas-
ing the salt concentration (500–20,000 mg/L), the mem-
brane flux and rejection of salts decreased. The rejec-
tion of the Na2SO4 was more than the NaCl because of 
charge, size, and diffusion coefficient difference (size and 
diffusion coefficient of Cl– ion 0.12 nm/2.03 × 10–9 m2/s 
and SO4

2− ion 0.23 nm/1.06 × 10–9 m2/s) [26,27]. 

4.3. Simulation results and discussions

4.3.1. LM-BP-ANN model simulated results

Table 7 describes the performance results (R2 and MSE) 
of the LM-BP-ANN model. In this model, input variables 
include different salt concentrations (500, 1,000, 2,000, 
5,000, 10,000, and 20,000 mg/L), temperature (~25°C), 
pressure (~1.034 MPa), and pH (~7) and output variables 
include salt rejection R(%) (Na2SO4) from Memb-I. Twelve 
models (LM-1 to LM-12) have been analyzed with differ-
ent combinations of nodes in the hidden layer of ANN. 
Datasets have been divided into training (70%), validation 
(15%), and testing (15%). Among different models simu-
lated, model LM-1 has performed the best for validation 
(R2 = 0.9131, MSE = 1.2767) with a single chosen node and 

a single hidden layer, but overall validation performance 
was different for different nodes in the hidden layer. Model 
LM-6 has been considered for data analysis. Fig. 6 illustrates 
the regression plot of the LM-BP-ANN model. However, 
validation (15%) gave the best regression coefficient 
(R2 = 0.8473) in this model. Fig. 7 shows the MSE using 10 
nodes in the hidden layer of this model. Validation achieved 
superior performance (MSE = 1.0414) at 2 epoch compared 
to training and testing. Fig. 8 displays the error histogram 
with a 20 bin size of the LM-BP-ANN model using 10 nodes 
in the hidden layer. It accounts for errors histogram with 
training, validation, and testing with different instances. 

4.3.2. SCG-BP-ANN model simulated results

Simulation results (R2 and MSE) of an optimal archi-
tecture using the SCG-BP-ANN model are shown in 
Table 8. Model SCG-5 with 8 nodes in the hidden layer 
of ANN gave the best performance with R2 = 0.8434 and 
MSE = 1.5631 for training. Model SCG-6 has been consid-
ered for data analysis. Fig. 9 shows the regression plot of 
the SCG-BP-ANN model (training (70%), validation (15%), 
testing (15%), and all datasets (100%) using 10 hidden layer 
nodes). However, validation performed best regression 
coefficient (R2 = 0.8797) in this model. Fig. 10 illustrates 
the MSE using 10 nodes in the hidden layer of ANN. The 
best performance of validation (MSE = 1.0658) at 23 epoch. 
LM-BP-ANN (2 epoch) has a faster response than SCG-BP-
ANN (23 epoch). Error histogram with a 20 bin size of the 
SCG-BP-ANN model using 10 nodes in the hidden layer is 
shown in Fig. 11 with various instances.

4.3.3. PSO-ANN (swarm size 5, 10, 15, and 20) 
models simulated results

PSO algorithms performed as the best training function 
support to the neural network as observed from Table 9. 
Different models with various combinations of nodes in the 
hidden layer of ANN shows the performance results in the 
form of the regression coefficient (R2) and MSE. The perfor-
mance of PSO algorithms depends upon the swarm size, 
acceleration factors (c1 and c2), and weight of inertia (ω). 
Here, PSO-ANN models have been analyzed with swarm 
sizes 5, 10, 15, and 20. PSO-ANN (swarm size 5) model has 
more variations than PSO-ANN (swarm size 10, 15, and 20). 
Modeling and simulation involves input variables as differ-
ent salt concentrations (500, 1,000, 2,000, 5,000, 10,000, and 

 
Fig. 5. Atomic force micrograph (AFM) of membranes (I and II).



113R. Mahadeva et al. / Desalination and Water Treatment 224 (2021) 106–121

Table 5
Salts (NaCl and Na2SO4) separation performances through Memb-I

Salt concentration  
(mg/L)

Memb-I

NaCl Na2SO4

Flux (L/m2/h) Rejection (%) Flux (L/m2/h) Rejection (%)

500 41.1 64.1 45.1 96.8
1,000 41.2 59.6 44.6 96.9
2,000 40.9 53.9 43.9 96.4
5,000 40.5 45.8 42.2 94.8
10,000 34.8 36.6 38.8 93.7
20,000 32.6 30.8 31.9 91.9

Table 6
Salts (NaCl and Na2SO4) separation performances through Memb-II

Salt concentration  
(mg/L)

Memb-II

NaCl Na2SO4

Flux (L/m2/h) Rejection (%) Flux (L/m2/h) Rejection (%)

500 64.4 65.5 61.9 96.8
1,000 63.4 64.5 61.1 96.1
2,000 62.6 57.1 60.2 95.5
5,000 61.4 45.3 58.8 95.2
10,000 54.9 37.1 53.7 94.4
20,000 50.1 32.5 48.7 91.9

Table 7
Simulation results of an optimal architecture using the LM-BP-ANN model 

Model  
No.

Number 
of nodes

Performance results of chosen data

Training (70%) Validation (15%) Testing (15%) All (100%)

R2 MSE R2 MSE R2 MSE R2 MSE

LM-1 1 0.7867 1.8382 0.9131 1.2767 0.8669 1.2019 0.8213 1.6576
LM-2 2 0.8327 1.5648 0.8851 1.0882 0.7345 2.7457 0.8208 1.6705
LM-3 4 0.8254 1.3626 0.7617 3.4056 0.8962 1.2570 0.8222 1.6532
LM-4 6 0.8562 1.4552 0.7841 1.9888 0.7094 2.4232 0.8207 1.6804
LM-5 8 0.8192 1.5149 0.8060 2.8984 0.8704 1.1395 0.8203 1.6661
LM-6 10 0.7985 1.7012 0.8473 1.0414 0.7282 4.1952 0.7879 1.9763
LM-7 12 0.8276 1.7130 0.8633 0.8736 0.7305 2.1310 0.8222 1.6498
LM-8 14 0.8068 1.8514 0.8260 1.3807 0.8971 0.9558 0.8215 1.6465
LM-9 16 0.8084 1.7301 0.8830 1.9075 0.8393 1.1277 0.8203 1.6664
LM-10 18 0.8376 1.7249 0.7037 2.4669 0.7600 1.4854 0.8078 1.8820
LM-11 20 0.8417 1.4260 0.7958 1.5130 0.7358 2.9269 0.8194 1.6442
LM-12 25 0.7896 1.8845 0.8760 0.9739 0.9054 1.3167 0.8202 1.6627

Salt to be separated: Na2SO4; process parameter evaluated: salt rejection R(%); membrane used: Memb-I (low flux membrane); 
training function used: Levenberg-Marquardt backpropagation (LM-BP); datasets division: training 70%, validation 15%, and 
testing 15%; number of hidden layers: 1.

20,000 mg/L), temperature (~25°C), pressure (~1.034 MPa), 
and pH (~7) and output variable salt rejection R(%) (Na2SO4) 
from Memb-I. Table 9 shows that, among various models for 
different nodes (1–25), two models (model PSO-3 and PSO-6) 

provided the best performance (R2 = 0.8280, MSE = 1.5886) 
for 4 and 10 nodes in hidden layer of ANN, respectively, and 
using swarm size of 10. In general, the regression coefficient 
(R2) of PSO-ANN models is better than those of LM-BP-ANN 
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(c) (d)

Fig. 6. Regression plot of LM-BP-ANN model using 10 nodes in hidden layer for model LM-6: (a) training (70%), (b) validation (15%), 
(c) testing (15%), and (d) all datasets (100%).

 

Fig. 7. Mean square error (MSE) of LM-BP-ANN model using 10 
nodes in the hidden layer for model LM-6.

 
Fig. 8. Error histogram with 20 bin of the LM-BP-ANN model 
using 10 nodes in the hidden layer for the model LM-6.
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Table 8
Simulation results of an optimal architecture using the SCG-BP-ANN model

Model  
No.

Number 
of nodes

Performance results of chosen data

Training (70%) Validation (15%) Testing (15%) All (100%)

R2 MSE R2 MSE R2 MSE R2 MSE

SCG-1 1 0.7772 2.1944 0.8752 0.9881 0.8014 1.4839 0.7893 1.9068
SCG-2 2 0.8127 1.7357 0.7730 1.6385 0.8917 1.2581 0.8212 1.6495
SCG-3 4 0.7894 2.0587 0.7489 1.7438 0.9133 0.8633 0.8012 1.8321
SCG-4 6 0.7920 1.9337 0.8798 1.1976 0.8713 1.0493 0.8158 1.6907
SCG-5 8 0.8434 1.5631 0.7072 2.2638 0.8723 1.0005 0.8239 1.6378
SCG-6 10 0.8190 1.5813 0.8797 1.0658 0.7935 2.6270 0.8219 1.6608
SCG-7 12 0.7970 1.7772 0.8765 1.5160 0.8696 1.2184 0.8203 1.6542
SCG-8 14 0.8101 1.8091 0.9434 0.5502 0.7580 2.1868 0.8178 1.6769
SCG-9 16 0.8399 1.6594 0.6952 1.8924 0.7399 1.8140 0.8145 1.7175
SCG-10 18 0.8402 1.5484 0.8118 1.2827 0.7460 2.5906 0.8211 1.6449
SCG-11 20 0.7884 1.8938 0.8782 1.2590 0.9171 0.8360 0.8221 1.6399
SCG-12 25 0.8374 1.5960 0.8062 1.6093 0.7346 1.8073 0.8232 1.6297

Salt to be separated: Na2SO4; process parameter evaluated: salt rejection R(%); membrane used: Memb-I (low flux membrane); 
training function used: scaled conjugate gradient backpropagation (SCG-BP); datasets division: training 70%, validation 15%, 
and testing 15%; number of hidden layers: 1.

 

Fig. 9. Regression plot of SCG-BP-ANN model using 10 nodes in hidden layer for model SCG-6: (a) training (70%), 
(b) validation (15%), (c) testing (15%), and (d) all datasets (100%).
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and SCG-BP-ANN models. Fig. 12 illustrates the regression 
plot using PSO-ANN (swarm size 10) model with 10 nodes 
in the hidden layer (model PSO-6 has been considered for 
data analysis). Fig. 13 demonstrated the MSE using PSO-
ANN (swarm size 10) model with 10 nodes in the hidden 
layer. It shows almost saturation of results beyond iterations.

Armaghani et al. [28] developed PSO-ANN and ICA-
ANN prediction models for assessing the tunnel boring 
machine performance. He described the effects of accelera-
tion factors (c1 and c2) used in the PSO-ANN model on the 
system. Table 10 describes the effects of c1 and c2 on PSO-
ANN results with swarm size of 10 and 10 nodes in the 

hidden layer. Model AF-9 and AF-11 gave the best perfor-
mance with c1 = c2 = 1.75 and c1 = 1.5, c2 = 2.5, respectively. 
However, model AF-7 underperformed with the lowest 
R2 (0.7855) and highest MSE (1.9793) with c1 = c2 = 2.5.

Weight of inertia (ω) is an important parameter in the 
PSO algorithm, which may significantly, affect the process 
modeling. In the literature, a large variation in weight of 
inertia (ω) employed has been observed for various applica-
tions [29–31]. Table 11 describes the effect of the weight of 
inertia (ω) on the PSO-ANN model with swarm size of 10 
and 10 nodes in the hidden layer of ANN. Model ω-6 dis-
played the best performance (R2 = 0.8281, MSE = 1.5884) 

 

Fig. 10. MSE of the SCG-BP-ANN model using 10 nodes in 
the hidden layer for model SCG-6.

 

Fig. 11. Error histogram with 20 bin of the SCG-BP-ANN 
model using 10 nodes in the hidden layer for model SCG-6.

Table 9
Simulation results of an optimal architecture using the PSO-ANN (swarm size 5, 10, 15, and 20) model

Model  
No.

Number  
of nodes

Performance results of chosen data

Swarm size (5) Swarm size (10) Swarm size (15) Swarm size (20)

R2 MSE R2 MSE R2 MSE R2 MSE

PSO-1 1 0.8166 1.8218 0.8261 1.6045 0.8262 1.6045 0.8253 1.6117
PSO-2 2 0.8269 1.5984 0.8278 1.5910 0.8270 1.5972 0.8272 1.5953
PSO-3 4 0.8264 1.6029 0.8280 1.5886 0.8260 1.6062 0.8279 1.5902
PSO-4 6 0.8138 1.7123 0.8275 1.5932 0.8277 1.5915 0.8274 1.5942
PSO-5 8 0.8268 1.5990 0.8270 1.5973 0.8278 1.5904 0.8272 1.5959
PSO-6 10 0.8203 1.6540 0.8280 1.5886 0.8278 1.5904 0.8272 1.5956
PSO-7 12 0.8240 1.6247 0.8231 1.6342 0.8273 1.5947 0.8271 1.5969
PSO-8 14 0.8268 1.5993 0.8272 1.6013 0.8270 1.5971 0.8270 1.5977
PSO-9 16 0.8275 1.5933 0.8268 1.5990 0.8281 1.5878 0.8279 1.5899
PSO-10 18 0.8263 1.6033 0.8278 1.5906 0.8264 1.6033 0.8280 1.5890
PSO-11 20 0.8256 1.6093 0.8275 1.5933 0.8276 1.5922 0.8276 1.5924
PSO-12 25 0.8173 1.7323 0.8248 1.6175 0.8204 1.6549 0.8253 1.6152

Salt to be separated: Na2SO4; process parameter evaluated: salt rejection R(%); membrane used: Memb-I (low flux membrane); 
training function used: particle swarm optimization (PSO-ANN); c1 and c2: 1.5 and 2.5; swarm size: 5, 10, 15, and 20; number of 
hidden layers: 1.
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with weight of inertia (ω = 0.4). Thus, the above simula-
tion results indicate that the modeling parameters play an 
essential role in the membrane’s performance. 

4.3.4. Comparison analysis of LM-BP-ANN, SCG-BP-ANN, 
and PSO-ANN models

This study has modeled and simulated event number – 4 
(Memb-I having low flux for the rejection of Na2SO4) using 
advanced learning techniques (LM-BP-ANN, SCG-BP-
ANN, and PSO-ANN models) in detail. The modeling 

performances have been evaluated with the regression 
coefficient and MSEs. As a result, we have observed that 
simulated outputs have been performed almost similar to 
the experimental datasets of the membrane’s behaviors. 
Fig. 14 illustrates a comparison analysis of the techniques 
mentioned above with the number of nodes in the hidden 
layer of ANN. Besides, LM-BP-ANN and SCG-BP-ANN 
models show more variation than PSO-ANN (swarm size 
10) models as a function of a different number of nodes 
chosen. PSO-ANN (swarm size 10) has achieved con-
tinuously stable outcomes of the membrane parameters 
with the varying number of nodes in the hidden layer of 
ANN. Likewise, Fig. 15 shows the comparative analysis 
of MSE of LM-BP-ANN, SCG-BP-ANN, and PSO-ANN 
(swarm size 10) models. PSO-ANN models have much 

 
Fig. 12. Regression plot using PSO-ANN (swarm size 10) 
model with 10 nodes in the hidden layer for model PSO-6.
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Fig. 13. Mean square error (MSE) using PSO-ANN (swarm size 
10) model with 10 nodes in the hidden layer for model PSO-6.

Table 10
Various effects of acceleration factors (c1 and c2) using PSO-ANN (swarm size 10) model

Model  
No.

Number  
of nodes

Swarm  
size c1 c2

Performance parameters

R2 MSE
AF-1 10 10 0.8 3.2 0.8279 1.5903
AF-2 10 10 1.333 2.667 0.8162 1.6885
AF-3 10 10 1.714 2.286 0.8246 1.6176
AF-4 10 10 3.2 0.8 0.8248 1.6366
AF-5 10 10 2.667 1.333 0.8264 1.6727
AF-6 10 10 2.286 1.714 0.8277 1.5919
AF-7 10 10 2.5 2.5 0.7855 1.9793
AF-8 10 10 2 2 0.8278 1.5910
AF-9 10 10 1.75 1.75 0.8280 1.5886
AF-10 10 10 1.5 1.5 0.8221 1.6385
AF-11 10 10 1.5 2.5 0.8280 1.5886
AF-12 10 10 1.25 1.25 0.8123 1.7206
AF-13 10 10 1 1 0.8270 1.5973

Salt to be separated: Na2SO4; process parameter evaluated: salt rejection R(%); membrane used: Memb-I (low flux membrane); 
training function used: particle swarm optimization (PSO-ANN); c1 and c2: varied; swarm size: 10; number of hidden layers: 1.
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less MSE than LM-BP-ANN and SCG-BP-ANN models. 
It is also observed that PSO-ANN model results have less 
deviation than LM-BP-ANN and SCG-BP-ANN models. 

Based on the preceding simulated results and discus-
sion of Memb-I (having low flux) for the rejection of Na2SO4 
from water, we have modeled and simulated Memb-II 
(having higher flux) for the rejection of Na2SO4 from water. 
The parameters (c1 = 1.5, c2 = 2.5, ω = 0.4, training activation 
function = trainlm, trainscg, swarm size = 10) have been 
used for the modeling. Figs. 16 and 17 illustrate the per-
formance analysis of models LM-BP-ANN, SCG-BP-ANN, 
and PSO-ANN (swarm size 10) for Memb-II having high 
flux using regression coefficients (R2) and MSE, respectively.

In addition, the simulation results for event – 2 for NaCl 
rejection with low flux (Memb-I) have been presented in 
Figs. S1 and S2 to understand the model performance for 
NaCl separation as well. The model simulation results to 
the case of NaCl rejection again show good agreement of 
simulation with experimental datasets. Besides, Na2SO4 
rejection from water simulation results performed better 
than NaCl rejection.

We have observed that the PSO-ANN model has per-
formed the best results than LM-BP-ANN and SCG-BP-
ANN techniques. In addition, it has been noticed that 
the Memb-II (having high flux) increased the regression 
coefficient than the Memb-I (having low flux) for the 
rejection of Na2SO4. 

Table 11
Effect of weight of inertia (ω) on the PSO-ANN model (swarm size 10)

Model  
No.

Number  
of nodes

Swarm  
size

Weight of  
inertia (ω)

Performance parameter

R2 MSE

ω-1 10 10 0.05 0.8180 1.6908
ω-2 10 10 0.1 0.8275 1.5936
ω-3 10 10 0.2 0.8280 1.5886
ω-4 10 10 0.25 0.8280 1.5887
ω-5 10 10 0.3 0.8280 1.5889
ω-6 10 10 0.4 0.8281 1.5884
ω-7 10 10 0.5 0.8276 1.5928
ω-8 10 10 0.6 0.8147 1.7280
ω-9 10 10 0.7 0.8278 1.5921
ω-10 10 10 0.75 0.8069 1.7951
ω-11 10 10 0.8 0.8181 1.6769
ω-12 10 10 0.9 0.8217 1.6752
ω-13 10 10 1 0.8126 1.7569
ω-14 10 10 0.1+rand*0.4 0.8280 1.5886

Salt to be separated: Na2SO4; process parameter evaluated: salt rejection R(%); membrane used: Memb-I (low flux membrane); 
training function used: particle swarm optimization (PSO-ANN); c1 and c2: 1.5 and 2.5; swarm size: 10; number of hidden layers: 1.
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Fig. 14. Performance analysis of models LM-BP-ANN, SCG-
BP-ANN, and PSO-ANN (swarm size 10) using regression 
coefficients (R2) for Memb-I (low flux membrane) for Na2SO4 
rejection.
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Fig. 15. Performance analysis of models LM-BP-ANN, SCG-
BP-ANN, and PSO-ANN (swarm size 10) mean square error 
(MSE) for Memb-I (low flux membrane) for Na2SO4 rejection.
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AFM analysis of membranes (Fig. 5) shows that the 
roughness of Memb-I (0.0216) is more than the roughness 
of Memb-II (0.0203). Simulation results show that the high 
roughness membrane (Memb-I) shows relatively less regres-
sion coefficients. The results, hence, suggest that roughness 
may affect the model simulation performance of the mem-
branes. Additionally, the models performed better (low 
MSE) with the membrane (Memb-II) with a low contact 
angle (48°) than the other (Memb-I) with high contact angle 
(52°), indicating that ANN-based models show superior 
modeling with membranes with higher hydrophilicity.

Our analysis confirms the performance results obtained 
previously by several researchers and scientists. For 
instance, it has been found likewise that PSO-ANN mod-
els have been found to be superior in adjusting the syn-
aptic weights of ANN than BP-ANN models [20,32–34]. 
However, it may also depend upon the swarm sizes (5, 
10, 15, and 20), acceleration factors (c1 and c2), and weight 
of inertia (ω). The medium swarm sizes are found to be 
suitable for the best system performances, though it may 
also depend upon the used experimental datasets. Our 
performance results of acceleration factors c1 = 1.75/1.5, 
c2 = 1.75/2.5 strongly agree to the earlier findings by Aryafar 
et al. [35] that “c1 + c2 ≤ 4 must be satisfied for better results”. 
Besides, our best performance results observed with the 
weight of inertia ω = 0.4, found in the range also confirm 
to the earlier works by Khajeh et al. [29] (ω = 0.05, 0.1), 
Buyukyildiz et al. [30] (ω = 0.4, 0.9), and Khajeh et al. [31] 
(ω = 0.05, 0.6, 0.1, 0.8) and enforce the fact that the weight 
of inertia (ω) in the range of 0.05–1.0 for such systems 
helps to achieve best ANN modeling results.  

5. Conclusion

Poly(piperazine-amide) TFC membranes (I and II) 
were prepared for the separation of monovalent and biva-
lent salts from water. It is a three-layer composite sup-
ported on polyester (non-woven) fabric. The separation 
and mechanical functions are assigned to different layers 

of TFC membranes. In this membrane formation, two dif-
ferent steps, viz. asymmetric polysulfone membrane, poly-
amide formation, are involved. The experimental datasets 
have been simulated using ANN that is the most suitable 
and applicable simulation technique for water purifica-
tion and desalination. Six models based on LM-BP-ANN, 
SCG-BP-ANN, and PSO-ANN (swarm size 5, 10, 15, and 
20) have been developed for the optimization of results. 
Neural network has been modeled with four experimental 
inputs including concentration of salts (500, 1,000, 2,000, 
5,000, 10,000, and 20,000 mg/L), temperature (~25°C), pres-
sure (~1.034 MPa), and pH (~7). Two experimental outputs 
include membrane permeate flux (Jv) in L/m2/h and salt 
rejection R(%). Simulated performance results have been 
evaluated by regression coefficients (R2) and MSE. 

Feature of poly(piperazine-amide) membranes is not 
only its loose network, but also its selective separation of 
bivalents over monovalent. Memb-I (lower flux) displayed 
a better density of dispersed particles compared to Memb-II 
(higher flux). Contact angles of water droplets show that 
membranes (I and II) have gained hydrophilic property 
(contact angle 52° and 48°, respectively) due to the coating 
of poly(piperazine-amide) on the polysulfone membrane 
(hydrophobic with contact angle 72°). Zeta potential of 
membranes (I and II) was found to be −16.98 and −21.08 mV, 
respectively. Memb-II gives more negative charge because 
of amine monomer and as acid chloride monomer reac-
tion time is less, so the presence of free –COOH group 
is more. The permeate flux was found to be dependent 
on the dipping time of monomers of interfacial polym-
erization. Hence, Memb-I with higher dipping time than 
Memb-II displayed less permeate flux than Memb-II.

The comparison of modeling performance among 
simulated six models using R2 and MSE indicated that 
PSO-ANN model (verses LM-BP-ANN and SCG-BP-
ANN models) with swarm size of 10, acceleration fac-
tors c1 = 1.75/1.5, c2 = 1.75/2.5, weight of inertia ω = 0.4 
and using 10 nodes achieved the best mapping or mod-
eling of input–output correlation for the considered 
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Fig. 16. Performance analysis of models LM-BP-ANN, SCG-
BP-ANN, and PSO-ANN (swarm size 10) using regression 
coefficients (R2) for Memb-II (high flux membrane) for Na2SO4 
rejection.
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membrane-based desalination system. The presented 
combined experimental and computational investiga-
tion paves the way for the study and development and 
modeling of similar novel TFC membrane materials for 
desalination and inherent process optimization. 
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Supporting information

Simulation results for event-2 for NaCl rejection with 
low flux (Memb-I) have been presented Figs. S1 and S2 to 
understand the model performance for NaCl separation.
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Fig. S1. Performance analysis of models LM-BP-ANN, SCG-BP-
ANN, and PSO-ANN (swarm size 10) using regression coeffi-
cients (R2) for Memb-I (low flux membrane) for NaCl rejection.
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Fig. S2. Performance analysis of models LM-BP-ANN, SCG-BP-
ANN, and PSO-ANN (swarm size 10) mean square error (MSE) 
for Memb-I (low flux membrane) for NaCl rejection.


