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a b s t r a c t
The use of artificial intelligence methods in data analysis facilitates and shortens the time for making 
decisions, especially when faults or malfunctions occur at the photovoltaic station level. The research-
ers face many difficulties. One of the most significant ones is in terms of collecting and analyzing 
the obtained results, especially for a long period of monitoring. This paper proposes a new method 
to analyze the results by classification using a support vector machine (SVM) classifier. In such a 
way, a data variable is regrouped into a multiclass for analysis using SVM. Based on the applica-
tion of artificial intelligence (classification), recorded data, the power output for a given photovol-
taic module (PV) technology, types, and small or large stations under any season can be analyzed 
and processed easily. In this paper, classification was employed to analyze the monitoring database 
of a photovoltaic (PV) module (260 W) over 5 months.
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1. Introduction

Artificial intelligence (AI) has offered promising solu-
tions to the problem of photovoltaic, such as the detection 
of problems in large power plants, allowing for greater flex-
ibility that makes AI more robust than classical methods. 
Furthermore, machine learning (ML) is a field of study of 
AI, its basic idea is the use of computer algorithms that can 
improve automatically through experience and the use of 
data. MLs are about building huge neural network models 
that can make precise choices based on data; ML is suitable 
for situations where the data is complex. ML algorithms 
have been improving in photovoltaic and have been devel-
oped in many fields.

Recently, several research works and machine learning 
and deep learning methods have been successfully applied 
in the field of fault diagnosis for photovoltaic generators. 

Lu et al. [1] proposed to use the machine learning algo-
rithms to establish a data mining decision tree model for the 
operation data of photovoltaic (PV) generators, and to use 
the model to predict the cause of failure of a PV. Hong et 
al. [2] the authors proposed a new framework, consisting of 
image acquisition, image segmentation, defect orientation 
and defect warning, to address the defect limitations of PV 
modules. The images of the visible and infrared PV field 
were taken under the same conditions by a double infrared 
camera at low altitude. Liu et al. [3] applied Kernel Extreme 
Machine Learning (KEML) and support vector machine 
(SVM) technique to detect defects based on I-V curves under 
STC conditions. Bansal et al. [4] presented tool reliability 
models that were developed based on the amount of avail-
able failure data and were used for early detection of power 
generation degradation. Benedetti et al. [5] and Polo et al. 
[6] present a method based on artificial neural networks 
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(ANN) for the detection of anomalies presented is based 
on the comparison between the measured and predicted 
values of the AC energy production.

In this paper, an AI (SVM classifier) method was 
employed to analyze the monitoring database of a photo-
voltaic (PV) module polycrystalline (260 W) over 5 months. 
The characterization of PV module is presented in Table 1.

2. Materials and methods

The data acquisition system consisted of a set of data 
of diverse units and measurements under different condi-
tions, called a database, through which an analysis system 
was prepared by converting it into structured data that 
was suitable for fast queries [7].

Table 2 shows the localization of PV modules installed 
in the laboratory – CDER, Ben Aknoun City, Algeria and 
Fig. 1 shows a photo of those PV modules in outdoor; the 
arrow points to the PV module on which we conducted 
this study.

The system collected measurements from different 
sensors (e.g., Isc, Voc, Pmax, Imp, Vmp, Tm, G and time). 
Using data acquisition (Keysight 34972A), the measure-
ment system started at 06:00 until 20:00, here the following 
devices were employed for measurement:

• Pyranometer LSI COD-DPA154
• Data acquisition Keysight technology 34972A (Section 2.1 

– Data acquisition)
• Electronic charge Keysight technology N3300A (Section 

2.2 – Electronic charge)
• Sensor – PT100 TC DIRECT

2.1. Data acquisition

A Keysight 34972A data acquisition system collected 
the measurements from the various sensors (temperature, 
wind speed and direction and solar irradiation), Fig. 2 
shows the front face of data acquisition.

2.2. Electronic charge

The electrical characteristics of a photovoltaic module 
(Pmax, Isc, Voc, Imp, Vmp).

The electronic charger used in our laboratory was 
the Keysight N3300A. Channels 3 and 4 (N3304A, 300 W, 
0–60 A and 0–60 V) were intended for the performance test 
at STC. For PV modules with a power lower than 300 W 
channel 3 was used alone. For PV modules with a power 
greater than 300 W the two channels were used in parallel. 
Fig. 3 shows the front face of electronic charge.

The measurement system diagram is shown in Fig. 4.
Machine learning was applied using the SVM classi-

fier to analyze the data obtained during 5 months of out-
door monitoring. The variables data were converted into 
classes, and then grouped according to the objectives and 
analytical requirements.

Heatmap with a gradual color display was employed 
to read the data [8–11].

Fig. 1. PV modules in outdoor.

Table 2
Localization of PV modules

Latitude Longitude Altitude

36°44’44,94”N 3°00’46,80 E 236 m

Table 1
Characterization of PV module

Maximum power output of PV module (Pmax) 260 Wc
Short-circuit current of PV module (Isc) 8.6 A
Open-circuit voltage of PV module (Voc) 38 V
PV module current at maximum power point (Imp) 8.1 A
PV module voltage at maximum power point (Vmp) 31 V

Fig. 3. Electronic charge (Keysight N3300A).

Fig. 2. Data acquisition (Keysight 34972A).
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Fig. 4. Process flowsheet diagram of measurement system.

Fig. 5. Evolution of the maximum power supplied over a day in seven (5) months.

Fig. 6. Number of data points, G (W/m2) vs. time in 5 months.
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3. Results and discussion

The system of data acquisition in the outdoors supplies 
a wide range of measurement conditions. This data con-
tains parameters which are predicted by different measure-
ment units and saved. Moreover, the parameters measures 
were imported into common database for preparing fur-
ther analysis by transformation into data structures appro-
priate for fast queries [7]. Fig. 5 shows the maximal power 
of the PV module provided in hours and months as well 
as the evolution of the average monthly power over a day. 
Photovoltaic production was significant between 13 h00 and 

14 h00 local time and was around 74% of the nominal power 
during the months of January and February. This value 
decreased in autumn because of the more frequent pres-
ence of clouds and the lower height of the sun. This figure 
also shows the monthly evolution of sunshine duration.

Classification of monitoring data to analyze using heat-
maps is important. Fig. 6 shows the number of data points 
which represent measurements in each class. The maxi-
mum point analyzed was 5136 at 0 > G > 50 W/m2, between 
19 h00–20:00. For reading heatmaps with each other in 
Fig. 6, for example the data point 1,197 at 850 > G > 950 W/
m2 between (13 h00–14:00) the maximal power point in 

Fig. 7. PR (%) vs. G (W/m2) and time in 5 months.

Fig. 8. Tm (°C) vs. G (W/m2) and time in 5 months.
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Fig. 7 was (201.1 W) and at the same point, the PV mod-
ule reached a temperature of 52.54°C in the same condition 
and time (Fig. 8); those values (201.1 W and 52.54°C were 
the calculation rate of 1197 values. It was noticed that the 
Pmax was between 80% and 90%, so it can be argued that 
20% of the energy was lost in 80 d. To classify the data and 
to eliminate the not acceptable points in any irradiation, 
the heat map based on classification facilitated the current 
study and measurement to choose the logical point. Another 
point was selected by analyzing each two points and cal-
culating the difference between them. Any data can be 
investigated with the same procedure and analysis method.

4. Conclusions

Monitoring techniques allow stakeholders to track the 
production of solar PV systems, evaluate their performance, 
detect problems, and prepare reports. It provides complete 
solutions for single source monitoring of solar power plants 
from the planning stage and delivery of all components 
to the operational stage of remote monitoring technologies.

AI methods analyze and extract all the photoelectric 
effects to support research work and determine in detail 
problems such as the degradation of PV modules and solar 
stations over large periods. This can give a new insight in 
analyzing the results in the field of photovoltaic systems. 
This method can be applied to compare different photo-
voltaic systems in terms of the technologies used, by track-
ing and monitoring all phenomena. It is recommended 
that a comparison should be made between several differ-
ent technologies. Future research work should l focus on 
AI methods to analyze and extract photoelectric effects to 
determine details about degradation of panels and solar 
stations over large time periods. This will give new insight 
in the field of photovoltaic systems.

Symbols

SVM — Support vector machine
ML — Machine learning
ANN — Artificial neural networks
AI — Artificial intelligence
Isc — Short-circuit current of PV module, A
Voc — Open-circuit voltage of PV module, V
Pmax — Maximum power output of PV module, W
Imp —  PV module current at maximum power 

point, A

Vmp —  PV module voltage at maximum power 
point, V

Tm —  Temperature of PV module, measured at 
the backsheet, °C

G — Measured in-plane irradiance, W/m2

Time — Hour of measurement
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