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a b s t r a c t
Water quality monitoring plays an essential role in environmental management and the protec-
tion of water resources. However, the increasing risks of pollution make the process of monitoring 
using conventional methods more complex and costly. Currently, the use of automated processes 
based on artificial intelligence and machine learning techniques has become necessary in the field 
of water quality control to achieve quality control and reduce operating costs. This paper presents 
a comparative study of three machine learning techniques, namely K-nearest neighbors (KNN), 
decision tree (DT), and support vector machine (SVM), for the water quality classification of Tilesdit 
Dam (Algeria). Furthermore, the kernel principal component analysis (KPCA) technique was uti-
lized to choose the important variables for water quality classification. The models were trained 
and tested based on historical data collected from the dam monitoring station for 3 y (2016–2018). 
The results of the study indicated that a combination of KPCA and DT techniques gave the best 
performance, with a classification accuracy of 99.68%.
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1. Introduction

Water is one of the essential elements for sustaining 
life. Water quality monitoring plays a vital role in environ-
mental management and the protection of water resources. 
However, the increasing risks of pollution make the pro-
cess of water quality monitoring using traditional meth-
ods more complex and expensive. These methods depend 
on the understanding of the different descriptor parame-
ters of clean water quality through various physico-chem-
ical analyzes performed in the laboratory to subsequently 
determine its state and find the appropriate means for water 
treatment [1]. The disadvantage of these methods is the need 
for interference of a human expert for a long time to deter-
mine the state of water quality. Moreover, it is not possible 
to follow the determination of water quality in real-time. 

Thus, automation of these processes will play an important 
role in reducing operating cost constraints and effectively 
monitoring water quality in real-time.

Many approaches based on deep and machine learning 
techniques have been proposed for water quality assess-
ment and classification. For example, Dilmi and Ladjal [1] 
proposed a new approach for water quality categoriza-
tion based on a combination of deep learning and feature 
extraction techniques. The results of their study showed 
that the combination of an independent component analy-
sis (ICA) technique with a long short-term memory (LSTM) 
and the linear discriminant analysis (LDA) technique with 
LSTM gave the best performance with a classification 
accuracy of 99.72%. Saghebian et al. [2] presented a model 
based on integrating principal component analysis (PCA) 
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and decision tree (DT) techniques for groundwater qual-
ity classification in the Ardebil region of Iran. Their model 
showed a good performance for water quality classifica-
tion. Sulaiman et al. [3] utilized an artificial neural network 
(ANN) for water quality classification. The study showed 
encouraging results with a classification accuracy of 80%. 
Shafi et al. [4] presented a comparative study between dif-
ferent machine learning techniques for water quality cate-
gorization. The results of their study indicated the superior-
ity of deep neural networks over all other techniques, with 
a classification accuracy of 93%. Dezfooli et al. [5] investi-
gated the performance of three machine learning techniques 
for classifying the water quality of the Karoon River (Iran). 
The results of the study showed that the probabilistic neural 
network (PNN) technique gave the best performance using 
three quality parameters with a classification accuracy of 
90.70%. Prakash et al. [6] presented a comparative study of 
three machine learning techniques, including DT, support 
vector machine (SVM), and K-nearest neighbor (KNN), 
for groundwater quality classification in Madhya Pradesh 
(India). The results of the study indicated that the SVM 
model gave the best performance with a classification accu-
racy of 96.6%. Abdul Malek et al. [7] investigated the per-
formance of seven machine learning models to classify the 
water quality of the Kelantan River (Malaysia). Their study 
showed that the ensemble model of Gradient Boosting (GB) 
gives the best performance with a classification accuracy of 
94.90%. Nair and Vijaya [8] utilized several machine learn-
ing models to classify water quality. Their study revealed 
that the multilayer perceptron (MLP) model outperformed 
other models with a classification rate of 81%. Kaur et al. [9] 
presented a comparative study of three machine learning 
techniques for water quality classification. Moreover, the 
PCA technique was used to select the important variables 
for water quality classification. Their study showed that the 
combination of PCA and neural network (NN) techniques 

gives the best performance with a classification rate of 
98.9%.

In this paper, a comparative study was presented of 
three machine learning techniques, SVM, DT, and KNN, for 
water quality classification of the Tilesdit Dam in Algeria. 
Furthermore, the kernel principal component analysis 
(KPCA) technique was employed to select the key variables 
for water quality classification.

2. Materials and methods

2.1. Proposed approach

Water quality monitoring and control can be considered 
a pattern recognition problem, where categories correspond 
to water quality conditions, and patterns represent the 
measurements of water descriptor parameters. It usually 
includes data acquisition, signal processing, variable selec-
tion, model learning, classification, and decision-making. 
Our approach is based firstly on the preparation of the 
database and the selection of variables important for water 
quality classification using the KPCA technique. Then data 
are entered into the classifiers (SVM, DT, and KNN).

At the level of the monitoring system, the physico-chem-
ical parameters used can be numerous. Measurements 
of these parameters were converted into electrical sig-
nals from sensors installed in the water production station 
and transmitted to a data processing and control unity 
supervised by an expert for data acquisition, analysis, and 
decision-making. The architecture of the water quality 
monitoring and control system is shown in Fig. 1.

2.2. Study area and data description

Tilesdit Dam is located 122 km east of Algiers (Algeria). 
This dam is geographically located in the city of Bechloul, 
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Fig. 1. Proposed system of water quality monitoring.
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20 km southeast of the state of Bouira, between the follow-
ing coordinates: 4° 14’ 23”E 35° 13’ 22”N. The geographical 
location of this dam is characterized by a semi-arid climate, 
that is, cold and rainy in winter, hot and dry in summer, 
and the average rainfall is about 440–660 mm/y.

In this work, we aim to apply our approach to classi-
fying water quality states using measurements of physi-
co-chemical parameters provided by some sensors installed 
in the plant. Measurements of these parameters were col-
lected for a period of 3 y (2016–2018). Our knowledge of the 
treatment operation is exclusive to the historical data regis-
tered from this plant. Several water quality parameters are 
measured daily, as well as laboratory tests are performed 
every week at all levels of treatment. Directly after sam-
pling, turbidity (TU), conductivity (C), pH, and tempera-
ture (T°) are measured in the area. These parameters are 
measured constantly (3 times a day) and at any level of the 
treatment operation. Then, chemical components of sam-
ples, such as full title alkaline (FTA), permanent hardness 
(H), bicarbonate (B), and magnesium (Mg), are analyzed 
every week. After the measurements are taken, they are 
compared to drinking standards defined by the National 
Water Resources Agency (NWRA) and categorized by an 
expert into three different classes (class one: upper, class 
two: medium, and class three: lower) for determining 
the quality of the water used. Descriptive statistics of the 
selected physico-chemical parameters are given in Table 1.

3. Methods

3.1. Kernel principal component analysis

Kernel principal component analysis (KPCA) is a gen-
eralization for linear principal component analysis (PCA) 
in the nonlinear case using the Kernel trick. The idea of 
KPCA is to project the data xk through a non-linear map 
into the feature space φ(x) (high dimensional space) and 
then apply the linear PCA [10,11].

Let X be a data matrix that is composed of N observa-
tions of m variables, with xk ∈ X. By projecting this data from 
the X space into the feature space φ(x) of dimension l ≫ m, 
KPCA solves the following eigenvalue problem) [10,11]:

�i i iV CV i� � , , ..., 1 2  (1)

where λi is one of the eigenvalues, Vi is one of the eigenvec-
tors, and C� is the covariance matrix of φ(x). The evalua-
tion of the covariance matrix in the feature space [10,11]:
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Eq. (1) can be transformed into the following eigenvalue 
problem [10,12]:
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where Kij = K(xi,xj) = φ(xi)Tφ(xj) is the l × l kernel matrix. The 
elegance of using the K kernel is that one can compute the 
inner products of the transformed space without having to 
do the transformation explicitly. αi represents the eigenvec-

tor corresponding to K and satisfying V j xi i j
j
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λi  represents the eigenvalue corresponding to K and satisfy-
ing λi  = lλi.

Finally, based on the estimated ai, the kernel principal 
components (KPC) of xk are calculated by Eq. (4) [10]:
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3.2. Decision tree

A decision tree (DT) is a supervised learning algorithm 
that can be used to solve both regression and classifica-
tion problems, but it is mostly preferred for solving classi-
fication problems. The DT distributes a large data set into 
small homogeneous data sets according to a set of discrim-
inative variables to ensure more easy and more effective 
classification. Fig. 2 shows the basic structure of the DT.

3.3. K-nearest neighbors

The K-nearest neighbors (KNN) algorithm is a super-
vised learning method non-parametric used for classifica-
tion and regression. The algorithm finds a predetermined 
number of training samples closest in the distance to the 
new sample and predicts the label from these samples 
based on the distance function. There are many distance 

Table 1
Descriptive statistics of the selected physico-chemical 
parameters

Variables Min. Max. Mean Standard deviation

pH 7.15 8.30 7.567 0.25
C 414.00 624.00 585.393 36.278
T° 9.70 24.20 16.13 3.483
TU 1.320 23.81 3.835 2.392
Mg 7.290 47.628 22.268 4.931
B 158.620 289.14 222.497 23.213
H 0.00 168.00 32.287 23.029
FTA 130.00 237.00 181.845 18.703
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Branches 

Fig. 2. Basic structure of the decision tree.
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functions used in KNN, such as Euclidean, Minkowski, 
Manhattan, and Hamming. However, Euclidean distance is 
the most common option. Fig. 3 shows the working principle 
of the KNN approach.

3.4. Support vector machine

The support vector machine (SVM) method is one of 
the most popular methods in the field of machine learn-
ing for solving classification and regression problems. 
Its main concept is to use hyperplanes to define decision 
boundaries that separate data points of different categories, 
as shown in Fig. 4. The idea behind the SVM technique is 
to map the original data points from the input space into 
the feature space (high dimensional space) so that the 
classification problem becomes simpler. The advantage of 
the SVM technique is that it can handle both linear and 
non-linear classification tasks. Moreover, it can solve both 
binary and multi-class classification problems.

4. Results and discussion

4.1. Variables selection using KPCA

The appropriate variables are selected based on two 
basic conditions: first, one variable is chosen for each factor 
that has the highest correlation value (negative or positive); 
and in the second condition, the priority of selection is for 
parameters that can be measured directly and continuously, 
that is, have physical sensors such as TU, T°, C, and pH, this 
allows the creation of an intelligent monitoring system work-
ing continuously and permanently.

To implement this stage, a database containing 122 
samples for eight physico-chemical parameters of water 
quality data was used. Fig. 5 shows measurements of the 
selected physico-chemical parameters (Tilesdit station).

From feature extraction using the KPCA technique, we 
can understand that there is a change in the data features to 
become uncorrelated components. The first three axes of the 
original data and the first three KPC are plotted in Figs. 6 
and 7, respectively. From Fig. 7, it can be seen that the data 

was well separated and grouped using the KPCA technique. 
Table 2 represents the KPCA application for the total dataset. 
We can note that the first three kernel principal components 
represent 97.9240% of the total variation proportion:

• Axis one (57.7216%), in this axis, pH shows negative load-
ing, whereas B, FTA, and C show strong positive loading.

• Axis two (27.6609%), in this axis, H and T° show strong 
negative loading, whereas pH shows positive loading.

• Axis three (12.5415%), in this axis, TU shows strong pos-
itive loading.

We can also note that the first axis correlates positively 
with C (0.7112), B (0.8920), and FTA (0.8822) and negatively 
with pH (–0.5481). However, axis two correlates negatively 
with T° (–0.7854) and H (–0.6988) and positively with pH 
(0.5135). Whereas axis three correlates positively with 
TU (0.7328) only. Finally, we can only keep the variables 
C, pH, and TU to build an intelligent model.

4.2. Classification results

After selecting the appropriate variables, which were C, 
pH, and TU, they were employed as inputs to the SVM, DT, 
and KNN machine learning systems to train the models. To 
implement this stage, a database containing 1,200 samples 
was used. In this work, the dataset was divided into 70% for 
training the models and 30% for testing their performance. To 
evaluate the performance of the models, three metrics were 
used; accuracy (ACC), balanced accuracy (BCA), and error. 
They are defined as follows:

ACC TP TN
TP TN FP FN

�
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Error FP FN
TP TN FP FN

�
�

� � �
 (7)

where n represents the number of classes, and TP, FP, TN, 
and FN are true positive, false positive, true negative, and 
false negative, respectively.

Tables 3 and 4 show the results of the comparison of 
classification models based on the above-mentioned criteria. 

Table 3 shows the classification results without the selec-
tion of variables. As can be seen from the table, the DT 
model achieved the best performance compared to other 
models, with 96.88%, 88.89%, and 3.12% for accuracy, bal-
anced accuracy, and Error, respectively. By analyzing the 
results of balanced accuracy, it was clear that all models 
suffered from instability with test data, except for the DT 
model, whose stability was considered to be acceptable 
to a large extent. Table 4 shows the classification results 
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with the selected variables. As can be seen, there was a 
significant improvement in performance. This confirmed 
the importance of the step of variable selection using the 
KPCA technique. In general, all models achieved very sat-
isfactory performance except for the Gaussian SVM model, 
which suffered from instability with the test data. On the 
other hand, the performance of the DT model was much 

better compared to the other models, with 99.68%, 99.87%, 
and 0.32% for accuracy, balanced accuracy, and error, 
respectively.

In conclusion, by analyzing and comparing the results of 
the study, it can be concluded that the combination of KPCA 
and DT techniques gave an effective approach to water 
quality classification.

Table 2
Descriptive statistics of the created KPCs

F1 F2 F3 F4 F5 F6 F7 F8

Eigenvalues × 103

1.6031 0.7682 0.3483 0.0279 0.0174 0.0086 0.0037 0.0340
Percentage of the proportion of total variance

57.7216 27.6609 12.5415 1.0044 0.6278 0.3094 0.1332 0.0012
Cumulative percentage of the proportion of total variance

57.7216 85.3825 97.9240 98.9284 99.5562 99.8656 99.9988 100
Eigenvectors of the variables obtained using the KPCA application
pH –0.5481 0.5135 –0.2380 0.5020 –0.0867 –0.2893 0.1896 0.0012
C 0.7112 –0.3412 –0.3927 0.0991 0.2588 –0.3169 –0.2149 0.0007
T° –0.0852 –0.7854 –0.1081 –0.4294 –0.2833 –0.2284 0.2174 0.0038
TU –0.2161 0.4729 0.7328 –0.2879 0.0784 –0.3011 –0.1114 0.0080
Mg 0.3527 –0.4956 0.4239 0.4880 –0.4413 –0.0201 –0.1292 –0.0117
B 0.8920 0.3535 0.0998 –0.0314 0.0140 –0.0102 0.1994 –0.1676
H –0.0730 –0.6988 0.4104 0.2878 0.4600 0.0144 0.2064 0.0194
FTA 0.8822 0.3939 0.0783 –0.0064 –0.0707 0.0062 0.1581 0.1737

Table 3
Performance measurements (%) for models without variable 
selection

ACC (%) BCA (%) Error (%)

Gaussian SVM 84.38 48.22 15.62
KNNK = 1 81.25 70.67 18.75
KNNK = 3 81.25 41.98 18.75
KNNK = 5 84.38 46.55 15.62
Decision tree 96.88 88.89 3.12

Table 3
Performance measurements (%) for models with variable 
selection

ACC (%) BCA (%) Error (%)

Gaussian SVM 98.40 72.68 1.60
KNNK = 1 96.81 84.58 3.19
KNNK = 3 98.72 92.42 1.28
KNNK = 5 98.40 85.23 1.60
Decision tree 99.68 99.87 0. 32
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Based on recent previous studies, the proposed approach 
showed superior performance over those of previous stud-
ies, such as the results of the study shown in Abdul Malek et 
al. [7], where their model achieved a classification accuracy 
of 94.90% using their proposed method. Nair and Vijaya [8], 
the authors utilized several machine learning models, and 
the MLP model gave the best performance with a classifi-
cation rate of 81%. In addition, the study described in Kaur 
et al. [9] reported good results with a classification accuracy 
of 98.9% using a combination of PCA and NN techniques. 
In this work, a comparative study was presented of three 
machine learning techniques (i.e., SVM, DT, and KNN). 
Furthermore, the KPCA technique was employed to select 
the important variables for water quality classification. The 
combined model based on KPCA and DT techniques had the 
best performance, with a classification accuracy of 99.68%.

5. Conclusions

This paper presented a comparative study of vari-
ous machine learning models such as KNN, DT, and SVM 
for the water quality classification of the Tilesdit Dam in 
Algeria. Moreover, the KPCA technique was used to select 
the important variables for water quality classification. The 
models were trained and evaluated based on historical data 
collected from the dam monitoring station for 3 y (2016–
2018). The KPCA technique has allowed for keeping only 
three water quality parameters that were easy to measure 
and inexpensive, C, pH, and TU. The results of the study 
showed that the KPCA-DT model had high efficiency in 
terms of classification accuracy of 99.68% as well as model 
stability of 99.87%.

In future research work, we will (1) use soft sensors in 
the existence of the chemical parameters that cannot be 
measured directly, (2) use other nonlinear feature extraction 
techniques such as kernel independent component analysis 
(KICA) and kernel discriminant analysis (KDA), (3) test the 
performance of classification using new techniques of the 
machine and deep learning such as LSTM and convolutional 
LSTM (ConvLSTM).
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